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Abstract. In this work, we evaluate the impact of changing the semantic text representation on the performance of the AR-SVS
(extended association rules in semantic vector spaces) algorithm on the sentiment polarity classification task on a paper reviews
dataset. To do this, we use natural language processing techniques in conjunction with machine learning classifiers. In particular,
we report the classification performance using the F1 and accuracy metrics. The semantic representations that we used in our
evaluation were chosen based on a systematic literature review, leading to an evaluation of AR-SVS with FastText, GloVe, and
LDA2vec representations, with word2vec providing the baseline performance. The results of the experiments indicate that the
choice of semantic text representation does not have major effects on the performance of AR-SVS for polarity classification.
Furthermore, the results resemble those obtained in the original AR-SVS article, both in quantitative and qualitative terms.
Thus, while direct improvements in classification performance were not found, we discuss other aspects and advantages of using
different semantic representations.
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1. Introduction

In recent years, research carried out on natural language processing has given rise to numerous
applications [23,37,43,50,53] that have allowed advances in human-computer interaction. For example,
current technology allows a person to speak to a mobile device, and for it to perform specific actions, thus
understanding instructions at a purely objective levels [4,20]. However, when it comes to the problem
of natural language processing, there is a lot of content in uttered speech acts that is beyond the merely
objective [32,34,35]. Specifically, communication between people involves delivering information that is
not directly encoded in the message in question, which implies a capacity for inference on the part of the
receiver (i.e., a machine in the case of computing).

The area that deals with the understanding of the subjective aspects of texts by machines is called
sentiment analysis [8,50]. In particular, sentiment analysis aims to determine the sentiment polarity,
opinion, or points of view, which are latent in text sources, which may correspond to tweets [5,51],
product reviews [12,57], opinions about government entities [60], among others.

In the literature, several algorithms have been proposed to perform sentiment classification based on
supervised machine learning, one of these algorithms is AR-SVS, which stands for extended Association
Rules in Semantic Vector Spaces [29]. The AR-SVS algorithm makes use of the concept of extended
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association rules, which come from the classic association rules of data mining [2,3,31]; and semantic
vector spaces [17,18,29,56], which we will refer to as SVS. SVS represent words in a vector space, in
such a way that those that have common semantics are close to each other, forming clusters that can
represent concepts in a more general way.

The AR-SVS algorithm proved to be competitive in the sentiment classification task [28,29] with
respect to the state of the art. However, the performance of the algorithm was measured using only one text
representation: word2vec. Thus, its performance using different text representations other than word2vec
is unknown. Therefore, the evaluation of the algorithm using different text representations contributes
to the knowledge of a scientifically validated algorithm in an area of research that has experienced a
significant increase in interest in recent years.

If the algorithm is significantly sensitive to its text representation, this would mean that it has a
high degree of dependency between its performance and the underlying semantic representation. Thus,
future efforts should focus on, for example, making use of the text representation that provides the best
performance for the algorithm. On the other hand, if the algorithm does not present significant variations
when using different text representations, we may assume that it is a robust algorithm with respect
to its underlying semantic representation. Thus, later studies could focus on, for example, finding the
representation that makes using this method computationally cheaper. In any case, this work presents an
exploratory analysis as well as a replication of the original method and results.

2. Background and related work

2.1. Sentiment analysis

Sentiment analysis, also called opinion mining, is a subfield of natural language processing. Sentiment
analysis comprises the tasks of detecting, extracting, and classifying opinions, sentiments, and attitudes
concerning different topics, expressed as text [31,50]. Sentiment analysis contributes to the observation
of a population’s attitudes towards political movements, market intelligence, the level of consumer
satisfaction with a product or service, box office prediction for feature films, among others [50]. The
availability of opinions and evaluations, in general, has seen an increase due to e-commerce and social
networks [16,36]. Currently, e-commerce consumers rely primarily on reviews of products posted by
previous consumers to buy, while producers and service providers improve their market propositions
by obtaining consumer feedback. For example, analysis of product reviews published on Amazon can
influence the decision to purchase these [6,10,19].

There are numerous challenges that sentiment analysis must face [8,50]; for example, the same word
can have negative connotations in some contexts, and positive in others [39]; on the other hand, there is a
great variety of ways in which people express their opinion, this means that small changes in the messages
communicated can cause an important difference in the underlying opinions; this can be seen in the
phrases “the movie was good” and “the movie was not good” [22]. Furthermore, the opinions expressed
are not purely composed of a particular type of assessment, since they may be composed of sentences
that show a positive opinion on the subject, and others a negative one. Altogether, these conditions
envision the inherent difficulty in the task of sentiment analysis, since it is challenging even for human
beings [33].

More specifically, the polarity classification task [50] seeks to determine the sentiment polarity of a
document (e.g., positive or negative sentiment). Different sources of texts have been used by studies to
determine the polarity of texts, such as tweets, medical texts, and news articles [7,13,40,41,44]. In essence,
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polarity classification deals with establishing a positive or negative sentiment orientation, However, there
might be different levels of intensity with which sentiments are expressed in a text. For example, the
sentences “I don’t like you” and “I hate you” share the same negative semantics, but the latter should
be assigned a higher intensity than the first [9]. Several classification methods have been used to carry
out the task, however, support vector machines have presented better performance than other classifiers,
including decision trees, Bayesian classifiers, and others [50].

Common approaches to solve the polarity classification problem rely on supervised machine learning
algorithms to label documents. In particular, support vector machines and simple Bayesian classifiers are
both popular approaches [50]. Other supervised machine learning classification methods used in this task
are decision trees, neural networks, and maximum entropy classifiers [47].

2.2. Semantic vector spaces

The main idea behind semantic vector spaces [17,18,30] is to represent each document in a collection
as a point in space, which is equivalent to a vector in vector space. Thus, the points that are close to
each other in this space share similar semantics, and those that are far away tend to be semantically
different. The term “semantics” refers to the meaning of a word, a phrase or sentence, or any text in
human language, in addition to the study of such meaning [56]. Once the semantic vector space has been
built, a recurring task is to check how semantically similar are specific documents with respect to a given
query, also called a “pseudo-document”.

Vectors are common structures in the study of artificial intelligence and cognitive science, considering
this fact, the most basic form of semantic vector spaces consisted of making use of the frequencies of
word occurrences in a body of text to obtain information about its semantics [56]. Thus, in its most basic
form, the first step to determine the semantic vector space is to scan the corpus and count the occurrence
of some object (a word or pair of words) in a certain situation (document, context, or pattern), and store
the result in the corresponding entry in the occurrence matrix, such as in the TF-IDF representation [14].
However, recent advances have created context-based semantic representations such as word2vec [38]
and GloVe [49], among others.

2.3. Association rules

Association rules are an important type of pattern that can be found within data. The goal of association
rule mining is to find all the co-occurrence relationships, called associations, between the various objects.
The following is the problem of mining association rules initially proposed by [3].

We consider the problem of analyzing a data set made up of transactions. Let I = {i1, i2, . . . , im}
be a set of items. Let T = {t1, t2, . . . , tn} be a set of transactions, also called a database, where each
transaction ti is a set of items such that ti ⊆ I . An association rule is an implication of the form

X → Y, where X ⊂ I, Y ⊂ I, y X ∩ Y = ∅,
where X and Y are called itemsets. The left-hand side (LHS) of the rule is called antecedent and the
right-hand side (RHS) is called consequent.

We say that transaction ti ∈ T covers the itemset X if transaction ti contains the itemset X (i.e.,
X ⊆ ti). The support count [55] of X in T , denoted by |X| is the number of transactions in T that
cover X . Using this definition we can define importance measures for association rules. In particular, we
measure the importance of an association rule based on its support and confidence; as these metrics are
the most used in the literature.
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Fig. 1. Association rules in semantic vector spaces (based in Fig. 1 from [29]). The left side shows how basic association rules
would be represented in a semantic vector space as simple point (x, y, z) associations (x→ y, y → z). The right side shows
how extended association rules would encompass a whole region (X,Y, Z) rather than just single points (X → Y, Y → Z).

The support X → Y of an association rule is the percentage of transactions in T that contain
X ∪Y [48], and can be considered as an estimate of the probability P (X ∪Y ). In this way, the support of
the association rule determines how applicable the rule is in the transaction set T . Let n be the number of
transactions in T . The support of the rule X → Y is calculated as support = |X∪Y |

n . Support is a useful
metric because if it has a very low value, the rule can only happen by chance and does not represent a
pattern itself.

The confidence X → Y of an association rule is the percentage of transactions in T that contain X ,
and that also contain Y [48]; can be considered as an estimator of the conditional probability P (Y |X),
and is calculated as confidence = |X∪Y |

|X| . In this way, the confidence of an association rule determines
how predictable the rule is. If the confidence of an association rule is very low, the occurrence of Y
from X cannot be predicted or inferred with an acceptable determination. An association rule with low
confidence has low applicability to the problem domain.

Taking support and confidence into consideration, the task of mining association rules in a set of T
transactions is to discover all association rules in T that have support and confidence greater than or equal
to a minimum support threshold (denoted by minsup) and a minimum confidence threshold (denoted by
minconf), respectively.

It is worth mentioning that both minsup and minconf are defined by the user [31]. There are several
algorithms to perform association rule mining, in this work we consider the apriori algorithm [2], which
allows for the generation of association rules based on the concept of frequent itemsets [31].

2.4. Extended association rules: AR-SVS algorithm

The AR-SVS algorithm (extended Association Rules – Semantic Vector Space) [28,29], exploits the
semantic similarities of words represented in semantic vector spaces to generate extended association
rules that are used by classifiers in sentiment polarity classification tasks. One of the motivations of this
algorithm is to represent associations between regions of semantic space, and not just between specific
words. Figure 1 presents the intuition behind the AR-SVS algorithm. Note that Fig. 1 uses two dimensions
for the semantic vector space as an example, but in practice, semantic vector spaces usually have hundreds
of dimensions [17,18,56].

Although an association rule of this type can have multiple words in both its LHS and RHS, in the case
of using association rules for classification, the RHS only has the class label, so the construction of the
semantically similar regions is carried out considering the terms of the LHS. To determine the similarity of
the terms, we use cosine similarity once the vectors have been normalized. This method allows capturing
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semantic associations in the text as well as allowing inferences to be made about what each document
really means. Intuitively, the neighboring terms of terms that indicate a positive (or negative) polarity in
the semantic vector space, have a similar orientation to these.

Algorithm 1 : AR-SVS
Input: Set R of association rules, n ∈ N terms in the neighborhood.
Output: Set R′ of extended association rules.
1: R′ ← ∅
2: ∀r ∈ R :
3: Kr = {represent(i)|i ∈ LHS(r)}
4: Sr = ∪k∈Kr{closest(k, n)}
5: ∀t ∈ Sr :
6: r′ = ({t} → RHS(r))
7: support(r′) = support(r)
8: R′ = R′ ∪ {r′}
9: return R′

The Algorithm 1 shows the AR-SVS pseudocode. The functions LHS(r) and RHS(r) obtain the sets
on the left and right sides of the association rule r, respectively. The parameter n corresponds to the
number of neighboring terms to the central terms that will be considered in the execution of the algorithm.
The function represent(i) obtains the representation in the semantic vector space of the term i. The
closest(k, n) function gets the n terms closest to the k term according to the similarity metric. Also, the
generated association rules inherit the support from the original rule [29]. Finally, note that the algorithm
ends when there are no more rules to extend and there are no additional stopping criteria. Furthermore,
each rule has at most a finite number of terms in its LHS and the algorithm extracts the n closest terms
for each one of the LHS terms. Thus, the algorithm completes in finite time.

It should be noted that the extended association rules generated by the AR-SVS algorithm are used to
determine the semantic orientation of a document through a classifier; For this, it must be provided with
a representation of each document, which is generated by a scoring function called RBS (Rule Based
Scoring), which assigns a score for the class of positive polarity, and another for the negative, in each
document.

In summary, once the association rules are generated using the Apriori algorithm, they are extended
using the AR-SVS algorithm. Then, using the extended association rules, a useful representation for a
classifier is generated for each document, through the RBS function. The pseudocode for this function is
presented in Algorithm 2.

Algorithm 2 : RBS (Rule Based Scoring)
Input: Set R of association rules, list of documents D.
Output: c-dimensional vectorial representation of the documents, where c is the number of classes.
1: ∀d ∈ D :
2: vd = zeros(c)
3: ∀r ∈ R :
4: vd[RHS(r)]+ = I(LHS(r) ⊆ d) ∗ sup(r)
5: return vd
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3. Materials and methods

3.1. Problem definition and objectives

Having provided an overview of the related work and preliminary concepts, we now state the problem
and objective of this work. The general objective of this work is to evaluate the performance of the
AR-SVS algorithm [29] in the task of sentiment polarity classification. In particular, we focus on the
domain of scientific paper reviews [1,25–27], as our work is an extension of the original works in which
the AR-SVS algorithm was presented [28,29] we also use the same dataset for comparison purposes.

The core idea of the AR-SVS method is that the itemsets of an association rule can be modified by
replacing elements with other similar elements from the underlying vector space without changing the
validity of the rule, rather than simply applying set operations to extend the itemsets. Our work seeks to
provide an in-depth evaluation of the existing AR-SVS model with respect to the SVS component of this
algorithm. A similar approach has been explored by Ozaki [45], who also uses vectorial representations
to extend association rules. However, being a relatively new algorithm and concept, there are still multiple
aspects of extended association rules based on vectorial representations that must be explored, such
as how influential the underlying vector representations are to the final performance of the methods.
Thus, we sought to evaluate the effects of the choice of semantic representation of text on classification
performance.

The work of [29] presented the AR-SVS algorithm, which proposed the extension of association rules
for the task of sentiment analysis, and more precisely, sentiment classification. The extension of the
association rules is conducted through the construction of regions in a vector space containing word
representations as points, using some vector similarity measure for the determination of the neighborhoods,
and a natural number that establishes the number of close vectors to be considered as part of the same
region. Once the extended association rules are obtained, they are used to generate a score vector for each
document, using a separate scoring algorithm. Subsequently, these score vectors and their respective class
labels are fed to supervised machine learning classifiers, such as Naïve Bayes [52] or Support Vector
Machines [24], to perform sentiment classification over unseen documents.

As the classification procedure relies on the word representations to determine the regions that will
generate the extended association rules, the technique to generate these word representations (i.e., word
embeddings) is crucial. The works of [29], generated the word embeddings using word2vec [38], and
the impact on the performance of the classification task caused by the use of that specific representation
was unknown. In this line, the purpose of our work is to determine how the adoption of a specific model
to generate word embeddings (i.e. how the word vectors are distributed in the vector space) affects the
global performance of the classification task. It is known that word embeddings capture both semantic
and syntactic properties of words within a document [11], so the distribution of words in the semantic
vector space changes according to the way a model sets the vectors, capturing these patterns in a different
fashion for each model.

To carry out this analysis, we selected three different models to generate word embeddings, in addition
to the original word2vec, from a state-of-the-art study in this subject [17] and performed the classification
task, reporting the classification metrics. The AR-SVS algorithm and the word embeddings used in the
experiments are detailed in future sections.

3.2. Paper reviews data set

Various data sets have been used in the task of classifying sentiments, such as tweets [46], movie
reviews [47], and consumer feedback [15].
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Table 1
Highlighted articles from the systematic literature review of [17]. We use these articles to select the semantic vector space
representations used in our experiments

Year Title Authors
2007 Investigating Unstructured Texts with Latent Fridolin Wild, Christina Stahl.

Semantic Analysis
2013 Efficient estimation of word representations in Tomas Mikolov, Kai Chen, Greg Corrado, Jeffrey Dean.

vector space
2014 GloVe: Global Vectors for Word Representation Jeffrey Pennington, Richard Socher, Christopher D. Manning.
2016 Bag of Tricks for Efficient Text Classification Armand Joulin, Edouard Grave, Piotr Bojanowski, Tomas

Mikolov.
2016 Mixing Dirichlet Topic Models and Word Christopher Moody.

Embeddings to Make lda2vec
2016 Compressing Word Embeddings Martin Andrews.

In carrying out this work, we perform a sentiment classification task using the data set presented
in [25], which consists of peer reviews of scientific articles, mostly in Spanish, together with the latent
appreciation they possess, which can range from very negative to very positive. In particular, a data set
consisting of reviews of scientific articles was used. The data set consists of a total of 405 reviews, most
of them written in Spanish. 17 reviews were excluded for being written in English, and 6 for being empty,
leaving a total of 382. It should be noted that this data set is identical to the one used in the original article
by AR-SVS [28].

Each review has the attributes Evaluation and Orientation. Evaluation refers to the actual evaluation of
a reviewer against a scientific article. Orientation represents the subjective perception of each review by
the authors of the original work; that is, how negative or positive the review is perceived when it is read by
someone else. Both attributes are measured on an integer scale ranging from −2 to 2, inclusive, where the
most negative and positive values represent a negative or positive polarity, respectively. Since Evaluation
does not always match the semantic orientation of texts [28], the Orientation attribute is used to determine
the class labels for the dataset. A negative class label is assigned if the review has an Orientation
of −1 or −2, and positive if it has the values 1 or 2. Reviews with an Orientation equal to 0 were
discarded.

3.3. Semantic vector spaces

Based on the systematic literature review done by [17], Table 1 shows the Word Embedding representa-
tions to use in our evaluation. In general, dense vector representations of words have been widely adopted
with satisfactory results in general natural language processing tasks and other domains with good results.
In particular, word embeddings based on neural models have been reported as superior to those generated
by matrix factorization [17]. In particular, multiple embedding methods are variants of a specific group
of neural models: word2vec. Studies have been conducted on the impact of including other techniques
together with dense vector representations to perform natural language processing tasks, reporting good
results in general. Despite the good performance of dense vector representations, they also have some
drawbacks, such as the lack of interpretability of the real values that make up the embedded vectors. For
the purposes of this particular work, the text representations proposed in [49] – GloVe, in [21] – FastText,
and in [42] – LDA2vec have been selected.

These representations were selected due to the advantages that are detailed in their respective articles,
such as: for FastText, we have the most efficient training out of the reviewed semantic representations;
for GloVe we have the usage and inclusion of global word information a text; for LDA2vec we have the
inclusion of additional information beyond the occurrence of words when generating the representations.
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3.4. Parametrization

3.4.1. Text representation
The parameterizations of the text representations were made as follows.
(1) word2vec: Being the text representation of the baseline, its parameterization, including the number

of hidden neurons and the size of the context window, was established according to the work where
the AR-SVS algorithm was originally proposed [28].

(2) FastText: The hyperparameters of the model were configured as proposed in the experiments
of their original work [21], since the authors considered their results to be competitive with
state-of-the-art methods.

(3) GloVe: The hyperparameters of the model were selected according to the experiments of the original
work, including the dimensionality of the vectors and parameters related to the construction of the
co-occurrence matrix that this model uses [49].

(4) LDA2vec: The two main elements of LDA2vec are the LDA model used to extract topics from
the totality of documents, and the CBOW model to generate the text representations, which in
combination with the topic vectors make up the final model. The hyperparameters of the two main
elements were configured according to the best results obtained in the original article [42].

3.4.2. Apriori and AR-SVS algorithms
For the generation of base association rules and their extension in the semantic vector space, the

following parameters were used:
(1) Apriori Algorithm: The parameterization of the hyperparameters of the Apriori algorithm, such as

support and ADSup [58,59], was also carried out according to the original work of AR-SVS [28],
where the values of the parameters for the case of binary classification.

(2) AR-SVS Algorithm: The only hyperparameter of the AR-SVS algorithm is the number of closest
terms considered to establish regions in the semantic vector space, the number of terms was
established according to the original work, with a value of two [28].

3.5. Evaluation metrics

Generally, sentiment rating performance is evaluated using four metrics: accuracy, precision, recall, and
F1. These indicators are calculated using a confusion matrix, which is a table that shows the performance
of an algorithm, in terms of true positives (TP), true negatives (TN), false positives (FP), and false
negatives (FN). Metrics are defined according to the following equations:

Accuracy =
TP + TN

TP + TN + FP + FN
,

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
,

F1 =
2× Precision× Recall

Precision + Recall
.

Accuracy is the ratio of all true predicted instances to all predicted instances. An accuracy of 100%
indicates that the predicted instances are the same as the actual instances. Precision is the ratio of true
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positives to all positively predicted instances. Recall is the ratio of predicted true positives to all true
positive instances. The F1 score is the harmonic mean of precision and recall [54], which allows a better
calculation of the performance of the classifier in the face of very different precision and recall values.

3.6. Classifiers and evaluation

Both Naive Bayes and Support Vector Machines, were parameterized with the values determined in
the original work of AR-SVS [28], in order to replicate the baseline classification results as closely as
possible.

For each of the four text representations (the original word2vec, GloVe [49], LDA2vec [42], and
FastText [21]), we performed ten experimental runs, which consisted of dividing the data set using the
holdout technique at a ratio of 70:30 for the training set and test set, respectively. Then two classifiers
(SVM and NB) were trained, using the training set, to later report the metrics F1 and accuracy when
performing the classification on the test set. Each experiment consisted of fifteen iterations as described
above, with new training and test sets generated randomly but maintaining the training and test set ratio.
As the final result of each execution, the average of each metric considered for the two classifiers is
reported, taking into account the fifteen iterations of the experiment. In this way, ten performance averages
are obtained for SVM and NB considering F1 and accuracy.

The final report consists of the average of the averages mentioned above, in addition to their standard
deviation, for each possible combination between classifier type, metric, text representation, and set of
association rules used in the classification, whether they are the basal rules. (RBS-B), extended (RBS-X),
or the union between both (RBS-BX).

We executed ten experiments to take advantage of the variability of the semantic vector spaces generated
by representations that would allow their viable reconstruction in each execution; despite this, the analysis
of the results suggests that the variability in the learning of the semantic vector space does not significantly
affect the performance of the AR-SVS method in the sentiment polarity classification task.

4. Results and discussion

In this section, the final results of the work and their respective discussion are presented.

4.1. Quantitative results

Table 2 shows the performance metrics of the NB classifier under the different configurations of the
AR-SVS algorithm. In general, the classification results align with previous research with this data
set [26] and with previous evaluations of the AR-SVS approach [28,29]. We also note that due to the
complexities of the paper reviews data set that we used, the reported accuracy values are not as high as in
other sentiment classification tasks which are usually simpler [26].

Regarding accuracy, both FastText and GloVe report a significant drop in performance using RBS-X,
while LDA2vec does not show considerable differences within the same category of rules. The values of
accuracy when applying RBS-BX are maintained with differences that are within the standard deviations
of the values (i.e., marginal differences), except in the case of FastText, where there is a decrease that
escapes 0.01 range of the standard deviation.

As with accuracy, the results with F1 show a decrease in the metric in the RBS-X case for the FastText
and GloVe representations, while LDA2vec remains within the standard deviations with a marginal
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Table 2
Table showing the results obtained with the NB classifier. The first three rows show
accuracy results for the set of base rules, the set of extended rules, and the union of both
sets. The last three rows show the results in terms of the F1 metric for each set of rules

Naive Bayes word2vec FastText GloVe LDA2vec
Accuracy RBS-B 0.63 ± 0.01 0.63 ± 0.01 0.64 ± 0.01 0.63 ± 0.02

RBS-X 0.66 ± 0.02 0.57 ± 0.01 0.57 ± 0.02 0.63 ± 0.01
RBS-BX 0.65 ± 0.01 0.62 ± 0.01 0.65 ± 0.01 0.63 ± 0.01

F1 RBS-B 0.62 ± 0.02 0.62 ± 0.01 0.64 ± 0.03 0.61 ± 0.02
RBS-X 0.64 ± 0.03 0.53 ± 0.02 0.53 ± 0.02 0.60 ± 0.02
RBS-BX 0.64 ± 0.01 0.61 ± 0.01 0.64 ± 0.01 0.62 ± 0.01

Table 3
Table showing the results obtained with the SVM classifier. The first three rows show
accuracy results for the set of base rules, the set of extended rules, and the union of both
sets. The last three rows show the results in terms of the F1 metric for each set of rules

Support vector machine word2vec FastText GloVe LDA2vec
Accuracy RBS-B 0.65 ± 0.02 0.65 ± 0.02 0.65 ± 0.02 0.65 ± 0.02

RBS-X 0.62 ± 0.02 0.61 ± 0.01 0.62 ± 0.01 0.63 ± 0.02
RBS-BX 0.63 ± 0.01 0.64 ± 0.01 0.65 ± 0.01 0.63 ± 0.01

F1 RBS-B 0.57 ± 0.03 0.57 ± 0.03 0.59 ± 0.03 0.58 ± 0.04
RBS-X 0.51 ± 0.03 0.47 ± 0.01 0.47 ± 0.01 0.49 ± 0.02
RBS-BX 0.52 ± 0.02 0.54 ± 0.02 0.57 ± 0.03 0.54 ± 0.02

difference. Referring to RBS-BX, both GloVe and LDA2vec show marginal differences in performance,
while FastText again shows a difference of 0.01 considering the standard deviations.

Table 3 shows the performance metrics obtained with the SVM classifier. Regarding accuracy, a stable
classification performance is observed, with only marginal differences in RBS-X and RBS-BX using
FastText, GloVe, and LDA2vec.

The reported values of F1 show marginal differences for the RBS-X and RBS-BX sets, in the same
way as accuracy, despite the fact that the average values of the metric for the different text representations
have greater variations than the accuracy averages for this same classifier.

We now discuss the main results, considering that the purpose of this work is to evaluate the performance
of the classifiers using the text representations other than word2vec and the association rules in the
semantic vector space.

In particular, Support Vector Machines maintain an accuracy superior to Naïve Bayes and closer to the
original baseline with word2vec. When looking at the case of F1, we find that the opposite occurs, as
NB presents a superior performance compared to SVM, also being comparable to the performance of
the original baseline. The decrease in the values of F1 by SVM versus NB can be justified through the
lack of optimization of SVM hyperparameters, as in these experiments it was parameterized according to
the original work [28,29]. It was assumed that the same optimal would be valid for these cases, but this
assumption may not necessarily be true.

It should be noted that all the metrics reported for the RBS-B set, both for Naïve Bayes and for Support
Vector Machines, are generated by performing classification on a set of association rules produced by the
Apriori algorithm, without the use of the AR-SVS algorithm, and therefore without the construction of a
semantic vector space. The differences in these values are due to the variability of the association rules
produced by the Apriori algorithm due to the different training sets used.

In all the cases of the text representations, the trend in the values of the original work is maintained
according to the different association rules [28], where there is a general drop in the metrics compared to
the RBS-X set, with an increase when using the RSB-BX set, but not exceeding the RBS-B values.
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Table 4
Sample of extended association rules obtained with word2vec. The text in these
rules was obtained by doing literal translations of the original text in Spanish

word2vec
Example Original rules Extended rules

Rule WV1 (“Development”) =⇒ (“−1”) (“Lack”) =⇒ (“−1”)
(“Model”) =⇒ (“−1”)

Rule WV2 (“Clear”) =⇒ (“−1”) (“To Evaluate”) =⇒ (“−1”)
Rule WV3 (“Study”) =⇒ (“−1”) (“Conclusion”) =⇒ (“−1”)

(“To Present”) =⇒ (“−1”)
Rule WV4 (“Result”) =⇒ (“1”) (“Article”) =⇒ (“1”)

Table 5
Sample of extended association rules obtained with FastText. The text in
these rules was obtained by doing literal translations of the original text in
Spanish

FastText
Example Original rule Extended rules
Rule FT1 (“Clear”) =⇒ (“−1”) (“Clarity”) =⇒ (“−1)

(“To Clarify”) =⇒ (“−1”)
Rule FT2 (“Result”) =⇒ (“1”) (“Resolved”) =⇒ (“1”)

(“Understanding”) =⇒ (“1”)
Rule FT3 (“Problem”) =⇒ (“−1”) (“Problematic”) =⇒ (“−1”)

(“To Deepen”) =⇒ (“−1”)
Rule FT4 (“Conclusion”) =⇒ (“−1”) (“Confusion”) =⇒ (“−1”)

(“Inclusion”) =⇒ (“−1”)

4.2. Qualitative results

Along with the quantitative results and analyzes, qualitative results and analyzes are also presented.
Table 5, Table 6, Table 7, and Table 4, exhibit examples of extended association rules using semantic
vector spaces generated by each text representation, in addition to the association rule that originates
them. Figure 2 illustrates a directed graph with the relationships found between the terms of the sample
association rules for the text representations, for compatibility reasons the accents have been omitted.
Each node of the graph corresponds to a term present in the antecedent of some association rule, while
the arcs indicate the text representation whose semantic vector space generated the relationship between
the terms. The arc labels were set as FT for FastText, GV for GloVe, L2V for LDA2vec, and W2V for
word2vec.

Note that the effectiveness of the general AR-SVS model was evaluated in [28,29] with the same data
set. Thus, we do not seek to evaluate the effectiveness of the model, but rather focus on the qualitative
differences that changing the semantic vector space produces on the extended rules.

Next, an analysis and comparison between the extended association rules and their root, according to
text representation, is presented. The terms were rebuilt from their roots. In general, domain knowledge
is required to properly analyze and understand the relationships described by the graph of Fig. 2.
Furthermore, domain knowledge could be used to interpret the rules obtained by the different text
representations with the AR-SVS algorithm.

In the case of the WV1 rule, a negative class label is set to the term “Development”, with association
rules extended to the terms “Lack” and “Model”. This may be due to the semantic characteristics that
word2vec can extract, since “Development” and “Lack”, due to their semantics and the possible contexts
of the documents, could indicate a sustained tendency of reviewers to target development of the articles as
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Table 6
Sample of extended association rules obtained with GloVe. The text in
these rules was obtained by doing literal translations of the original text in
Spanish

GloVe
Example Original rule Extended rules

Rule GV1 (“To Use”) =⇒ (“1”) (“Tools”) =⇒ (“1”)
Rule GV2 (“Conclusion”) =⇒ (“−1”) (“Irrelevant”) =⇒ (“−1”)
Rule GV3 (“Problem”) =⇒ (“−1”) (“Normal”) =⇒ (“−1”)
Rule GV4 (“Study”) =⇒ (“−1”) (“Case”) =⇒ (“−1”)

Table 7
Sample of extended association rules obtained with LDA2vec. The text
in these rules was obtained by doing literal translations of the original
text in Spanish

LDA2vec
Example Original rule Extended rules
Rule LV1 (“Clear”) =⇒ (“1”) (“To Use”) =⇒ (“1”)
Rule LV2 (“Development”) =⇒ (“1”) (“Work”) =⇒ (“1”)
Rule LV3 (“To Apply”) =⇒ (“1”) (“Result”) =⇒ (“1”)
Rule LV4 (“Conclusion”) =⇒ (“−1”) (“Example”) =⇒ (“−1”)

deficient, while the term “Model” can also be considered within the development of a work. Comparing
WV1 with LV2, the latter determines the term “Development” with a positive class label, extending this
rule to the term “Work”. The difference in polarity between the WV1 and LV2 rules could be due to the
consideration of additional information by the LDA2vec model, which also includes information about
the documents at a global level through the LDA component of the model.

The FT1 rule, generated with FastText, sets a negative class label for the term “Clear”, with association
rules extended to “Clarity” and “To Clarify”. This can be interpreted in the same sense as WV1, where the
adjective “Clear” and its variants are used to indicate a lack of clarity of the articles to make themselves
understood to the readers. The WV2 rule has the same negative label and extends the relationship to
the term “To Evaluate”, which could be for the same reasons discussed in this paragraph. On the other
hand, the LV1 rule has the term “Clear” with a positive polarity, extending to the term “To Use”, similar
to the case of LV2, this can be attributed to the consideration of the totality of documents to look for
relationships between individual terms. The term “To Use” has a positive class label, and is extended to
“Tools” with the GV1 rule. The interpretation of this rule is more evident, since a good use of tools is
associated with a positive aspect.

The LV3 rule has a positive class label, and relates the term “Apply” by extending it to “Result”. This
can be explained due to the positive appreciation of the reviewers for articles that may show an important
application of the results of the same. The term “Result” is extended to “Understanding” and “Resolved”
with a positive class label via the FT2 rule; on the other hand, it is also extended to “Article” by the WV4
rule with a positive polarity label. The polarity agreement between all the rules that include the term
“Result” could be due to the fact that the text representations, despite being generated differently, rescue
the same semantic values when the uses of certain terms appear in specific contexts, which is supported
by the validity hypotheses of a semantic vector space.

The FT3 rule has a negative class label and extends the term “Problem” to the terms “Problematic”
(as a noun) and “To Deepen”, which could evidence recurring indications by reviewers about a lack of
depth in the problems or justification of the articles. The GV3 rule extends the term “Problem” to the
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Fig. 2. Graph showing the relationships between words obtained from the association rules with different semantic representations.
A directed edge between node X and node Y with label L means that there exists an association rule of the form X → Y when
using the representation L. In our experiments L can be word2vec (W2V), FastText (FT), GloVe (GV), and LDA2vec (L2V).



1354 L. Gutiérrez Espinoza and B. Keith Norambuena / Evaluating semantic representations

term “Normal”, keeping the negative label; this can be explained by the recurrent appearance of problems
in scientific articles, which implies that it is normal for problems to arise.

The WV3 rule relates the term “Study” by extending it to the terms “To Present”, and “Conclusion”
with a negative class label. Keeping the same polarity, the GV4 rule extends “Study” to “Case”. For both
WV3 and GV4, the polarity of the rules can be justified with the term “Study”, with the lack of rigor
of the studies conducted in some articles, as well as some incomplete or irrelevant case studies for the
central themes of each article, all this according to the judgment of the reviewers. The term “Conclusion”
is extended by all the new representations used in conjunction with the AR-SVS algorithm; the FT4 rule
extends “Conclusion” to “Confusion” and “Inclusion”, the GV2 rule to “Irrelevant”, and the LV4 rule
to “Example”, all with a negative class label. This could be explained by the fact that, generally, the
observations concerning the conclusions are made most of the time to point out their defects. It should be
mentioned that this is a pattern found for all text representations.

5. Conclusions

The main purpose of this work was to carry out an exploratory analysis on the sentiment polarity
classification performance of association rules produced by the AR-SVS algorithm with different semantic
vector space, generated by different text representations (word2vec, FastText, LDA2Vec, and GloVe).

In terms of quantitative results, the use of the alternative text representations LDA2vec, FastText, and
GloVe does not provide significant improvements in any of the relevant classification metrics compared
to the baseline provided by word2vec. In qualitative terms, the semantic vector spaces created by the
different text representations are useful to generate extended association rules that share close semantic
relationships between the terms that involve them. These extended association rules are even similar
between different text representations, which is consistent with the fact that the quantitative results do not
show significant differences between them.

Finally, regarding limitations of this work and potential future work, we highlight hyperparameter
optimization and the use of a different rule mining algorithm. Further hyperparameter optimization
would be possible for the classification algorithms. Moreover, the hyperparameter tuning task could
also be extended to the embedding models themselves. Furthermore, the generation of the non-extended
association rules was carried out using the Apriori algorithm. The use of a different rule mining algorithm
to generate the base association rules and its impact on the subsequent generation of extended association
rules is proposed as another potential line of research.
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