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Abstract

In the ever‐evolving landscape of 21st‐century education, this research seeks to

understand the challenges of on‐time graduation for students in two related

computing majors. In particular, we focus on the Universidad Católica del

Norte computing engineering programs in Chile, specifically the “Computing

and Informatics Civil Engineering” (ICCI) and “Computing and Informatics

Execution Engineering” (IECI) programs. We developed a machine‐learning‐
based model using random forests to predict delays in submissions of the final

report of graduation projects, the key step in the graduation pipeline of the

analyzed students. We had access to a data set comprised of 209 students in

the period from 2013 to 2017, out of these students, only 111 completed all

their graduation requirements. Thus, we focused on this subset of students for

the analysis. Our analyses of results indicate that individual advisors

minimally contribute to predicting timely or late submissions, emphasizing

the need for a holistic approach. In contrast, the specific major, graduation

modality, and time in the program play crucial roles, with GPA emerging as

the most influential factor (24.06%). Notably, the “Professional Work”
modality exhibits a moderate positive correlation with late submissions,

contextualized by students' employment commitments. The study's predictive

model offers actionable insights for educators and administrators, identifying

at‐risk students and advocating for personalized support strategies. This

research contributes to the ongoing dialogue on enhancing educational

outcomes by integrating data‐driven approaches tailored to diverse student

profiles.

KEYWORD S

graduation project, predictive model, random forest, variable importance

1 | INTRODUCTION

In a context of profound challenges and transformation,
education has been entrusted with departing from the
traditional “banking” model of education, where passive
students are merely filled with whatever the teachers
deposit in them [47]. Instead, it must strive to achieve a

balance between instinct, intellect, and emotion, which
are responsible for thinking, feeling, and doing. This is
the basis of the mission imposed by UNESCO on 21st‐
century education, which consists of learning to know,
learning to do, learning to be, and learning to live
together [17]. The Universidad Católica del Norte (UCN)
is located in northern Chile, in the cities of Antofagasta
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and Coquimbo. It is situated in strategically geographic
sectors for the country where industries such as mining
[34], astronomy [46], volcanology [16], and aquaculture
[7] are developed. The UCN seeks to address the
challenges indicated by UNESCO by incorporating these
dimensions into its educational approach.

The Department of Systems and Computing Engi-
neering (DISC) offers two undergraduate degrees, which,
like the rest of the university's programs, pursue the goals
delineated by the UCN. The first program is the
“Computing and Informatics Civil Engineering” program
(Ingeniería Civil en Computación e Informática in
Spanish, abbreviated ICCI),1 a 6‐year program in
computer science and engineering that emphasizes a
strong background in fundamental scientific fields and
management topics. The second program is the “Com-
puting and Informatics Execution Engineering” program
(Ingeniería Ejecución en Computación e Informática in
Spanish, abbreviated IECI),2 a 4‐year program in
computer science and engineering, focusing more on
technical aspects of the field and less on general scientific
knowledge or management topics.

Despite efforts to enhance students' chances of
graduating on time from the university's computing
engineering programs, there is a strong need to identify
key factors that influence on‐time graduation rates to
ensure effective targeting of resources and efforts.
Previous analysis has shown that the critical period is
the thesis phase, spanning from the end of coursework to
the submission of the final thesis version.

This present study focuses on developing a machine‐
learning‐based model [39] to predict whether students in
the aforementioned programs (ICCI and IECI) will delay
their thesis submissions between the end of coursework
and the final deadline. It aims not only to identify critical
factors that contribute to reducing submission time but
also to provide deeper insights into the behavior of
students within the Latin American cultural context [40].
By focusing on a specific academic context, we aim to
extend the existing literature and provide actionable
insights for educators and administrators. In particular,
in this study, we aim to address the following research
questions:

• First, what are the relative contributions of individual
student characteristics (e.g., GPA, program duration),
institutional factors (e.g., graduation modality, advi-
sor), and academic program (ICCI vs. IECI) in

predicting the timely submission of final graduation
projects among computing engineering students, as
determined by a random forest machine learning
model?

• Second, how does the choice of graduation modality
(Capstone Project, Research Thesis, Professional
Work, or Industry Project) influence the likelihood of
on‐time graduation among computing engineering
students, and what insights can be derived from the
observed correlations between modality and timely
submission to inform program design and student
support strategies?

To answer these questions, we employ a data‐driven
approach, leveraging machine learning techniques to
analyze a data set of 209 computing engineering students
from a university in northern Chile, spanning data from
the years 2013 to 2017. The following sections provide a
detailed description of the study context, methodology,
and findings.

2 | RELATED WORK

A growing body of research has investigated the
application of data mining and machine learning
techniques to predict student academic outcomes and
identify key factors influencing student success in higher
education. However, the use of predictive models and
data analysis in the academic environment is still a
relatively new field [48]. Higher education institutions
can leverage student data to construct statistical and
machine‐learning models to predict various outcomes.
We present an overview of relevant literature in the rest
of this section.

For instance, [42] developed a predictive model to
identify students at risk of failing, based on several
critical variables. Although their findings are note-
worthy, the model specifically addresses issues in online
learning, which is distinct from the traditional classroom
setting under discussion here.

2.1 | Predictive modeling in
engineering education

In an in‐person context, [1] discuss a study at a Nigerian
University that employs educational data mining to
predict the academic success of engineering students.
This study, focusing on the foundational first 3 years,
used a data mining model based on the Konstanz
Information Miner—KNIME [9]. Key predictors identi-
fied include the GPA of the first 3 years, with the third

1https://admision.ucn.cl/carreras/tecnologia-computacion/ingenieria-
civil-en-computacion-e-informatica/
2https://admision.ucn.cl/carreras/tecnologia-computacion/ingenieria-
en-computacion-e-informatica/
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year being the most influential. Al‐Alawi et al. [4]
present a study from a major public university in Oman,
exploring factors impacting academic performance
among students on academic probation. Using super-
vised machine learning algorithms, this study under-
scores the impact of study duration and previous
secondary school performance on academic success.
Even though these studies are relevant, the insights
obtained are specific to the mentioned countries, whose
cultures differ from those in Latin America.

Osmanbegović and Suljić [35] explored the efficacy of
data mining algorithms, including Naïve Bayes (NB),
decision trees, and neural networks, in predicting
student performance at the University of Tuzla. Their
findings underscore the potential of these techniques to
identify students at risk of underperforming, enabling
targeted interventions. Similarly, Kaur et al. [28]
employed decision trees, NB, and multilayer perceptron
networks to predict student performance, demonstrating
the utility of these methods in educational contexts.

Focusing on engineering education, Huang and Fang
[27] utilized multiple linear regression, multilayer
perceptron network, radial basis function (RBF) network
models, and support vector machines (SVM) to predict
the academic performance of engineering students. Their
study highlights the importance of prior academic
achievement and performance in foundational courses
as predictors of success. In a similar vein, Marbouti et al.
[32] used predictive modeling to identify at‐risk students
in engineering courses, underscoring the potential for
early intervention. In a similar vein, Akçapınar et al. [3]
explored the use of gradient‐boosting trees to predict
students' academic performance in a digital learning
environment to develop an early‐warning system for at‐
risk students. Their study demonstrates the effectiveness
of the random forest model and the NB model when
considering online learning behaviors in predictive
modeling.

2.2 | Large‐scale studies, dropout
prediction, and early prediction of student
success

Aulck et al. [6] conducted a large‐scale study using
machine learning to predict student dropout rates at a
public university in the United States. Their work
employed regularized logistic regression, k‐nearest
neighbors, and random forest models to identify key
predictors in drop‐out rates. In particular, this study
highlights the importance of grades in drop‐out rates.
Furthermore, this study demonstrates the scalability of
machine‐learning approaches in educational contexts.

Helal et al. [24] proposed a machine learning
framework for predicting at‐risk students in higher
education, incorporating data from various sources
such as student demographics, academic performance,
and learning management system interactions. Their
approach achieved high accuracy and provided insights
into the most influential features for prediction. Simi-
larly, Berens et al. [8] focused on the early prediction of
student success by employing a range of machine
learning algorithms, including random forests and an
ensemble approach with AdaBoost, to predict academic
achievement in introductory programming courses.
Their findings underscore the predictive power of early
assignment scores and highlight the potential for timely
interventions.

2.3 | Predictive modeling of graduation
times and our study

An important work at a large American research
university analyzed data from 160,933 students, explor-
ing the efficacy of gradient‐boosted logistic models in
predicting graduation times, a methodological innova-
tion compared to traditional logistic models [2]. This
research draws on Tinto's Theory of Drop Out [45],
which suggests that a student's decision to continue or
discontinue their education is influenced by their
educational and institutional commitments, both of
which are dynamic and affected by various factors such
as academic performance and social integration. The
study employed a discrete‐time hazard modeling frame-
work, apt for handling time‐to‐event data where events
are discrete and concurrent across individuals. Notably,
the study found that the gradient‐boosted model,
particularly the xgboost algorithm, was superior in
predicting the graduation semester, especially for female
and minority students, highlighting enrollment factors
and cumulative grades as key predictors. This under-
scores the importance of academic and social integration
in influencing graduation timelines, aligning with Tinto's
theoretical framework, and demonstrates the advantage
of advanced statistical techniques in educational
research. However, the study is broader than what is
needed to analyze specifically in the proposed work.

Our study builds upon this foundation, applying
machine learning techniques to predict on‐time gradua-
tion in computing engineering programs. Moreover, we
note that most of these previous studies have not focused
on the issue of on‐time graduation, but rather on general
student performance and drop‐out rates. By focusing on a
specific academic context and leveraging the unique
strengths of the random forest algorithm, we aim to
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extend the existing literature and provide actionable
insights for educators and administrators.

3 | CONTEXT

After completing their coursework, students select one of
the various modalities to graduate. Subsequently, a
supervising advisor is assigned from the pool of available
professors within the DISC. This assignment takes into
account the student's potential research area or the
specific domain of application of their project.

There are four graduation modalities:

1. Capstone Project: This modality involves forming a
group of students (assigned randomly from the pool of
students seeking graduation through this modality)
who will work with a company to solve a problem
while being mentored by an advisor. It requires
submitting a detailed report of the work done and
usually includes a demonstration of the implemented
project. The formal duration of this modality is one
semester (4 months) for both degrees.

2. Research Thesis: This modality entails working on an
undergraduate‐level research problem under the guid-
ance of a professor who serves as the student's advisor. It
is typically individual work, though occasionally it
involves groups of two. A detailed report of the research
must be submitted. The formal duration is two semesters
(8 months) for ICCI and one semester for IECI.

3. Professional Work: This modality involves working
in a real‐world environment for at least 10 months. It
does not require working on a specific project but
consists of performing a particular role within the
organization. A detailed report of the work done must
be submitted. This modality is usually reserved for
returning students who have been working for several
years. The formal duration is two semesters for ICCI
and one semester for IECI.

4. Regular Project: This modality consists of working
on a specific project within an organization. It is
usually done individually but sometimes involves
groups of two. A detailed report of the work done
must be submitted, and it often includes a demonstra-
tion of the implemented project. The formal duration
is two semesters for ICCI and one semester for IECI.

We note that regardless of the choice of modality,
students are required to submit a final report about their
work. This final report must be approved by their advisor. In
this aspect, certain differences may arise; for example, some
modalities might be easier from the perspective that they
require less effort in writing the document, such as

“Professional Work,” because it mainly relies on the
experience acquired by the student. Additionally, certain
advisors might have stricter requirements, necessitating
more work from the students before submission, potentially
causing delays. However, such claims remain speculative
unless substantiated by the data itself, which is one of the
motivations behind this project.

4 | MATERIALS AND METHODS

In this section, we present the materials and methods
used in our study. We begin by describing the data set
and its characteristics, followed by an overview of our
methodology. We then detail the specific steps involved
in data preprocessing, exploratory data analysis, model
building, and validation.

4.1 | Data set

The data set comprises information from 209 students
who successfully completed all their coursework and
were expected to graduate between 2013 and 2017 from
ICCI and IECI. Each student is associated with various
details, including an advisor, program, graduation
modality, proposed submission date for the final report,
and the actual submission date when the final report was
officially submitted to the evaluation committee. The
primary focus of this work centers on the last two
features, as they enable us to assess whether students
submitted their final reports late.

In particular, each record in the data set represents an
individual student and includes the following attributes: a
unique identifier for the student, their assigned graduation
project advisor, the program they are enrolled in (either ICCI
or IECI), their chosen graduation modality (Capstone
Project, Research Thesis, Professional Work, or Industry
Project), the proposed submission date for their final report,
and the actual submission date of the final report. Table 1
provides an example of a single record from the data set.

TABLE 1 Example record from the student data set.

Attribute Value

Student ID 12,345

Advisor ID a

Program ICCI

Graduation Modality Research thesis

Proposed Submission Date 2017‐05‐15

Actual Submission Date 2017‐06‐01

4 of 14 | QUELOPANA ET AL.
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In addition to this primary data set, we also have
access to a secondary data set containing the complete
academic history of each student. Each row in this data
set includes the student identifier, the year and semester
of admission, the graduation date, a course identifier
representing a course taken by the student during the
program, and the associated grade obtained in that
course. Due to the nature of this data, there are multiple
rows for each student, representing the various courses
they completed throughout their academic journey,
resulting in redundant data. Table 2 provides an example
of a few rows from this secondary data set for a single
student.

This secondary data set allows for a more compre-
hensive analysis of each student's academic performance
throughout their entire program, providing valuable
insights into factors that may influence their ability to
complete their graduation requirements in a timely
manner.

4.2 | Methodology overview

The objective of this study is to predict whether a student
will submit their final report late, thereby delaying their
graduation, and to identify the variables that influence
the timeliness of their submission. We present an
overview of the methodology in Figure 1.

Our methodology can be summarized in the follow-
ing steps.

1. Preprocessing: In this phase, the available data is
preprocessed. In particular, this means doing cleaning
tasks, correcting possible errors in the data, and
storing it in an easy‐to‐use repository.

2. Exploratory data analysis: During this phase, we
gather general insights about the data, such as its
temporal distribution and class balance. This infor-
mation informs our subsequent phases.

3. Model building: In this phase, we create a predictive
model using the preprocessed data. It involves
selecting an appropriate model and optimizing its
parameters.

4. Validation: In this phase, we assess the performance
of the final models and draw meaningful conclusions.
Our primary focus is on detecting the significance and
impact of specific variables.

4.3 | Data preprocessing

All the preprocessing was conducted using the Python
programming language3 along with various libraries.
Specifically, the data set was stored in a pandas
DataFrame4 for convenient manipulation. We utilized a
unique number associated with each student to iden-
tify them.

Since the primary focus of this project is to determine
whether a student will submit their final report late, we
removed rows containing missing or invalid values in the
columns for the proposed date of submission and the
actual submission date. This step resulted in the removal
of 98 students out of the initial 209 rows. Consequently,
we were left with only 111 students who successfully
completed their coursework and graduated. The removed
rows corresponded to students who either failed to
graduate because they never submitted their final report
or students who had not yet graduated at the time of the
analysis and had not submitted their report. In both
cases, as there was no official submission, it was not
meaningful to calculate the delay between the proposed
date of submission and the actual submission date.

Using this information, for each student who
submitted their work, we generated an indicator variable
to determine whether they submitted it late or not. This
column serves as our response variable. Therefore, due to
the binary nature of this variable, we defined a
classification problem and constructed a predictive
classifier model using machine learning techniques.

Furthermore, utilizing data from the academic
history data set, we calculate the GPA of each student
using the official formula provided by the university,

TABLE 2 Example rows from the
academic history data set for a single
student.

Student ID
Admission
year

Admission
semester

Graduation
date Course ID Grade

12345 2011 1 2017‐06‐15 DAIS‐01000 7.0

12345 2011 1 2017‐06‐15 DAMA‐01000 5.5

12345 2011 1 2017‐06‐15 DAIS‐02000 6.0

12345 2011 1 2023‐06‐15 DAIS‐03000 4.5

3https://www.python.org/
4https://pandas.pydata.org/docs/index.html
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which involves a weighted average of all successfully
completed courses. It is important to note that failed
courses are excluded from this calculation. Additionally,
we assume that students cannot submit their final thesis
report unless they have successfully completed all their
courses; hence, all courses should be approved by the
time this submission occurs.

We also possessed information about the year when
the students entered their program, allowing us to
calculate the duration, in years, it took each student to
complete their degree. However, it is important to note
that this file does not contain every student in the
original data set, resulting in only 49 rows of student
data. Consequently, we encounter 62 cases where we
lack information on the time it took for these students to
graduate from their program. This missing data is
random due to variations in the data sources. To address
these missing values, we handle them by imputing the
mean calculated from the available data of the 49
students.

Given that the columns for graduation modality,
program, and advisor contained string data, we
converted them using dummy coding. We adopted
this approach because the total number of distinct
categories was relatively low. This method helps avoid
issues related to numerical labeling (as discussed in
Eye and Clogg [19]), such as imposing a hierarchical
order between the classes indirectly (e.g., implying
that advisor A is superior to advisor B because they
are listed first). With the data now preprocessed, we

have the flexibility to utilize most classifiers available
in the scikit‐learn library [36].

4.4 | Classifier models

We utilized the data set to train various classifiers and
assessed their performance on our test set. This evaluation
involved constructing a confusion matrix and analyzing
different metrics, such as the F1‐score and accuracy. Our
initial classifier was a NB [23], chosen for its simplicity,
which served as a baseline performance benchmark and
provided insights into what we could expect from more
complex models. Furthermore, we implemented a SVM [15]
classifier, chosen for its ability to construct a robust classifier
model from small data sets [11]. Finally, we constructed a
Random Forest (RF) [25, 44] classifier, which was chosen
due to its versatility and the capability to compute feature
importance scores directly from the model, as demonstrated
by the work of Gutiérrez et al. [22].

The three algorithms—NB, SVM, and RF—were
chosen for this study due to their distinct characteristics
and suitability for the task at hand. NB was selected as a
baseline model due to its simplicity and ability to provide
a benchmark for comparison with more complex models.
SVMs were chosen for their ability to effectively handle
high‐dimensional data and their reputation for achieving
good performance on classification tasks, particularly
with limited samples. Random Forests were included due
to their robustness, ability to handle overfitting, and their

FIGURE 1 Workflow diagram of the predictive modeling process. The process consists of four main stages: (1) Preprocessing; (2)
Exploratory Data Analysis; (3) Model Building, involving model selection, parameter optimization, and training of machine learning
models; and (4) Validation, which assesses model performance.
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inherent ability to estimate feature importance, which
aligns with our objective of identifying the most
influential variables in predicting timely graduation.

4.4.1 | NB

NB is a probabilistic machine learning algorithm based on
applying Bayes' theorem with the assumption of conditional
independence between features [23]. Despite its simplicity,
NB often performs well in real‐world applications, particu-
larly in text classification and spam filtering tasks [18, 33].
The model learns the joint probability distribution of the
features and the class labels from the training data. During
prediction, it uses Bayes' theorem to calculate the posterior
probability of each class given the input features and assigns
the class with the highest probability [38]. The key advantage
of NB is its efficiency in terms of training and prediction
time, as well as its ability to handle high‐dimensional data.
However, the assumption of conditional independence
between features is often violated in practice, which can
limit the model's performance [37].

4.4.2 | SVM

SVM are a supervised learning algorithm used for both
classification and regression tasks [15]. In particular, for
binary classification, SVM seeks to find the optimal
hyperplane that separates the classes in the feature space
[13]. The optimal hyperplane is chosen to maximize the
margin of separation between the classes [49].

SVM has several advantages, such as the ability to handle
high‐dimensional data, its effectiveness in cases where the
number of features is greater than the number of samples,
and its robustness to outliers [14]. However, the training
time of SVM can be longer compared to simpler models, and
the choice of kernel function and hyperparameters can
impact the performance of the model [26].

SVM can handle nonlinearly separable data using the
kernel trick, which involves transforming the input data
into a higher‐dimensional space where a separating
hyperplane can be found [41]. Common kernel functions
include linear, polynomial, and RBF kernels [29]. In this
study, we test these three alternatives during the
hyperparameter optimization phase, allowing the model
to handle nonlinear relationships between features.

4.4.3 | Random forests

Random forests are an ensemble learning method that
relies on multiple smaller decision trees to create a better

model in terms of robustness and accuracy [25, 44]. The
algorithm builds a large number of decision trees on
bootstrapped samples of the training data, using a
random subset of features at each split. This process,
known as feature bagging, helps to reduce the correlation
between the trees and improves the model's ability to
generalize [12].

During prediction, each decision tree in the forest
independently predicts the class label for the input sample,
and the final prediction is obtained by aggregating the
individual predictions [10]. Random forests are known for
their ability to handle high‐dimensional data. Furthermore,
random forests are robust to outliers and noise and provide
the ability to estimate feature importance [50].

One of the key advantages of Random Forests is their
ability to estimate the importance of each feature in the
model. This is typically done by measuring the average
decrease in impurity (e.g., Gini impurity or information gain)
across all the trees in the forest when a particular feature is
used for splitting [31]. This feature importance estimation
aligns well with our objective of identifying the most
influential variables in predicting timely graduation [22].

4.5 | Model training

We employed a holdout approach, dividing the data into
training and test sets using a 70/30 split with stratified
classes. This stratification helps prevent issues related to
unbalanced classes that could arise from random partition-
ing. Specifically, the data set consists of 80 instances for
training and 31 for testing. However, it is important to note
that this data set contains missing data in the column
detailing the duration of each student's program completion.
To address this missing data, we imputed the missing values
using the mean of the available real values.

To adjust the hyperparameters of both classifiers, we
conducted a randomized search with stratified K‐fold
cross‐validation [21] comprising 21 folds across 600
iterations using the training set. The scoring metric
employed was the weighted F1 score [43], as defined in
the scikit‐learn library [36], to account for label
imbalance. Subsequently, we evaluated the performance
of the resulting models on the test set.

Finally, we show the 24 features defined as input for
our classifier model based on our data set in Table 3.

5 | EVALUATION

In this section, we present the results of our evaluation of
the machine learning models developed for predicting
on‐time graduation among computing engineering
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students. We begin with an exploratory data analysis to
gain insights into the data set, followed by a comparison
of the performance of different classifier models. Finally,
we examine the variable importance within the best‐
performing model to identify the key factors influencing
timely graduation.

5.1 | Exploratory data analysis

Having preprocessed the data, we performed an explora-
tory data analysis. Specifically, we examined the class
distribution of timely and late submissions, as well as the
overall temporal distribution.

Out of the 111 students remaining in the data set,
only 34 cases involved students who submitted their final
reports late. This indicates an imbalance in the classes,
with the class of interest representing only 30% of the
data. Consequently, it was essential to employ techniques
such as stratification and class weighting to address this
imbalance.

Given the data imbalance, we addressed it in our
classification model. To do so, we utilized the compute_-
class_weight function from the scikit‐learn library to
determine the weights for each class using the training
data set. This yields a weight of 0.7291 for the negative
class and 1.590 for the positive class. These weights are
then applied to the classifiers to enhance their perform-
ance in the minority class.

We conducted a detailed analysis of the extent of
delay among students who submitted their final
reports later than the originally proposed dates. For
this analysis, we generated an Empirical Cumulative
Distribution Function (ECDF) plot [20], as illustrated
in Figure 2. The ECDF reveals that 50% of the
students experienced a delay of 5.07 weeks or less,
and 75% experienced delays of 17.53 weeks or less.
The average delay, represented by the mean, is 13.096
weeks. It is worth noting that this mean differs from
our median value of 5 weeks, indicating the presence
of outliers in the data that contribute to an increased
average time.

5.2 | Finding the best classifier

We provide the optimal hyperparameters in Tables 4
and 5, which were determined through cross‐validation
using the training data. The mean cross‐validated F1
score for the best Random Forest model is 0.7183, while
for SVMs, it is 0.6873. Note that we exclude NB from the
hyperparameter optimization procedures due to its
simplicity [5].

The final models are trained using the optimal
hyperparameters and subsequently evaluated on the test
datasets. The average results are presented in Table 6.

In Table 6, the highest F1 score (0.73) is achieved by
our Random Forest classifier, closely followed by the NB
model with just a one‐point difference. These results are
notably significant compared to the null classifier, which
assigns every item to the majority class (not late), as they
are 18 points higher than the baseline. It is worth noting
that the SVM does not perform as well as the other two
classifiers on our data set, even after hyperparameter
optimization.

We observe marginally better results with our
Random Forest classifier compared to the baseline NB

TABLE 3 Input features of the
classifier models.

Index Feature

1 GPA

2 Number of years it took the student to finish their degree

3–16 Advisors with dummy coding

17–20 Graduation modality (“Capstone Project,” “Research Thesis,” “Industry
Project,” “Professional Work”) with dummy coding.

21–22 The major of each student (ICCI or IECI) with dummy coding.

FIGURE 2 Empirical Cumulative Distribution Function of late
students.
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classifier, as depicted in the confusion matrices in
Figure 3. The key difference lies in the Random Forest
model assigning a higher weight to the positive class,
resulting in one additional correctly classified true case
and one misclassified case. Conversely, the SVM model
exhibits inferior performance compared to the NB
classifier but still outperforms the null classifier.

5.3 | Variable importance

The Random Forest model allows us to assess the
importance of various variables within the model. We
performed this analysis using the implementation from
the scikit‐learn library [36], which calculates the impor-
tance of each variable based on the mean decrease of
impurity [30].

In Table 7, we present the raw results from our
permutation importance analysis for all variables in the
RF model. However, interpreting these values in this
format can be challenging. To simplify the interpretation
of the results, we have created Table 8, which provides

summarized feature importance by averaging the feature
importance scores of similar features into macro features.

Following this approach, we find that the choice of
advisor has the lowest mean importance, with only
1.84%. In contrast, the other macro features have higher
mean importance. In particular, the modality has a mean
importance of 5.34%, and the major has a mean
importance of 5.93%. Regarding the continuous variables,
we find that the total number of years studying that
degree had an importance of 6.94%. Finally, the highest
importance was associated with GPA, with 24.05% of the
importance.

We conducted a follow‐up analysis with permutation
importance, which yielded similar results, indicating
that, in most cases, the advisor variable does not have a
significant influence (multiple instances with zero
importance associated with the advisor variables).
Combining information from the impurity decrease
importance and the follow‐up permutation importance
analysis, we can conclude that GPA is the most crucial
variable in terms of its contribution to our model's
predictive ability, followed by years in the degree, and,
lastly, majors and graduation modality.

6 | DISCUSSION

In this section, we discuss the key findings of our study
and their implications for understanding and promoting
on‐time graduation among computing engineering stu-
dents. We also consider the limitations of our work and
potential avenues for future research.

6.1 | Impact of advisors and major on
submission timeliness

Table 8 displays the importance of each variable in the
model. In particular, these results highlight that,
individually, each advisor does not significantly contrib-
ute to the accurate prediction of late or timely submis-
sions. The highest importance of an advisor is approxi-
mately 5.5%. In terms of their correlation with the late
submission class, in most cases, there is minimal to no
discernible correlation between the advisor and the
target class.

Regarding the major in which the student is enrolled,
two important observations stand out. Both majors
exhibit nontrivial importance in the model, collectively
accounting for an average of 5.93% of the feature
importance. Specifically, ICCI and IECI majors contrib-
ute 4.37% and 6.31%, respectively. Notably, for ICCI,
there is a slight negative correlation with late

TABLE 4 Random forest hyperparameters found by cross‐
validation.

Hyperparameter Value

n_estimators 4

max_depth 2658

max_features Log2

Bootstrap True

TABLE 5 Support Vector Machine hyperparameters found by
cross‐validation.

Hyperparameter Value

Kernel Rbf

Gamma 0.6989

Degree 2

C 7.951

TABLE 6 Metrics obtained on the test set.

Classifier Precision Recall F1‐score

Naïve Bayes 0.73 0.74 0.72

Random Forest 0.73 0.74 0.73

SVM 0.65 0.65 0.65

All false 0.46 0.68 0.55
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submissions, while for IECI, there is a slight positive
correlation with late submissions. This suggests that
students in the ICCI major are more likely to submit
their work on time, whereas students in the IECI major
tend to have associations with late submissions.

6.2 | Role of graduation modalities in
submission timeliness

The modalities are also presented in Table 8, which hold a
mean importance of 5.34% in the model, similar to the
significance of the majors. Individually, they are ranked as
follows: Professional Work has the most significant influence
on the model outcome at 12.04%, followed by Research
Thesis at 5.06%, Capstone Projects at 3.78%, and Industry
Projects at 2.85%. Notably, both Capstone Projects and
Research Thesis correlate slightly negatively with late
submissions. Conversely, Professional Work displays a
moderate positive correlation with late submissions, while
Regular Projects show no correlation with the target variable.

The correlation results for the modalities align with
the specific circumstances faced by students in each case.
Capstone Projects were designed to expedite graduation,
and a negative correlation, albeit small, with late
submissions suggests that their original purpose is being
realized. Additionally, students pursuing the Research
Thesis modality typically receive more hands‐on guid-
ance from their advisors, as their goal often involves
producing significant results for publication, potentially
increasing the pressure on students to meet deadlines.

On the other hand, Industry Projects represent the
most common modality and typically involve off‐campus

work in an industry‐specific project. As a result, there is
less direct interaction with advisors and more pressure to
meet workplace requirements. Given its prevalence and
diverse student and project profiles, it is reasonable to
expect that other variables may influence the outcome.
Therefore, the nearly zero correlation for this feature is
contextually justified. Furthermore, this scenario can
serve as a baseline for evaluating the effectiveness of
reducing graduation times.

In contrast to the previous examples, Professional Work
exhibits a clear, moderate positive correlation. This correla-
tion is easily explained by the context in which these
students find themselves. Typically, students who opt for
Professional Work are either returning students or indivi-
duals who are simultaneously employed and pursuing their
degrees. Therefore, it is logical that these students might
require more time to submit their work, given their existing
commitments to their workplace, professional responsibili-
ties, and, in some cases, additional life responsibilities.

6.3 | Impact of study duration and GPA
on submission timeliness

Another crucial variable, according to the model, is the
number of years the student has spent studying for the
degree. This feature holds a 6.94% importance in our
model, but it exhibits virtually no positive or negative
correlation with the target class. Therefore, while
information about the number of years in the degree
contributes to improving our model's results, it has
minimal influence on whether the student will submit
their work late or on time.

FIGURE 3 Left: Random Forest classifier confusion matrix. Right: Naïve Bayes confusion matrix.
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Finally, the results of GPA show an importance of
24.06% in our model. However, it should be noted that
the GPA is a continuous variable, and our method for
determining the importance of variables tends to over-
state the importance of continuous features. In this
context, both the GPA and number of years must be
interpreted while considering this aspect. With respect to
the correlation analysis, GPA shows a small negative
correlation with the positive class, suggesting that a
higher GPA is associated with timely submissions.
However, the correlation is not strong enough, and thus
GPA alone would not be a good predictor. Even then,
considering the high importance given to GPA in the
model, this finding suggests that this variable should be
considered when analyzing the potential for late submis-
sions of future students.

6.4 | Sample size and study scope
limitations

One of the main limitations of this study is the relatively
small sample size. Due to the limited number of
graduates in the ICCI and IECI programs during the
period from 2013 to 2017, our data set consisted of only
209 students. After preprocessing and removing records
with missing or invalid values, the final sample size was
further reduced to 111 students who successfully
completed all their graduation requirements. This small
sample size may limit the generalizability of our findings
to other cohorts or institutions. It is essential to validate
the predictive model on larger and more diverse data sets
to assess its robustness and applicability in different
contexts. Future research should aim to collect data from
a broader range of students, programs, and institutions to
enhance the external validity of the results and provide
more comprehensive insights into the factors influencing
on‐time graduation in computing engineering programs.

Furthermore, we note that incorporating additional
output values, such as predicting the final average grade
based on early academic performance or entrance exam
scores, could potentially enhance the model's predictive
capabilities. However, such extensions are beyond the
scope of the current study. Our research primarily
focuses on identifying the factors influencing the timely
submission of the final graduation project report, and
exploring additional output variables would introduce
new dimensions to the analysis that would require a
substantial expansion of the study's objectives and
methodology. To maintain a clear and focused research
narrative, we have chosen to concentrate on the core
question of predicting on‐time graduation based on the
available data. By delimiting the scope of our study in

TABLE 7 Feature importance obtained from the best Random
Forest classifier ordered from highest to lowest importance using
the mean decrease in impurity.

Variable % Importance

Feature
correlation
with target

GPA 24.0569 −0.113559

Modality = Professional
Work

12.0433 0.35578

Years in Degree 6.9412 0.004653

Major = IECI 6.3079 0.284268

Advisor i 5.5607 −0.166667

Modality = Research
Thesis

5.0559 −0.278557

Major = ICCI 4.3694 −0.243562

Advisor d 3.9156 0.232415

Modality = Capstone
Project

3.7754 −0.207289

Advisor c 3.2351 −0.097363

Advisor g 3.1406 −0.034091

Modality = Industry
Project

2.8538 −0.012563

Advisor a 2.5847 −0.085916

Advisor b 2.3204 −0.012563

Advisor h 1.7791 0.012563

Advisor m 1.7143 0.25332

Advisor j 1.3291 −0.166667

Advisor k 0.9982 0.068608

Advisor f 0.8042 −0.034091

Advisor l 0.6572 0.008682

Advisor e 0.5714 0.312559

Advisor p 0.5248 −0.081502

Advisor o 0.3182 −0.116105

Advisor n 0 N/A * Not
enough data.

TABLE 8 Summary of the scores for feature importance.

Summarized Features % Importance

GPA 24.06

Years in Degree 6.94

Mean for Advisors 1.84

Mean for Majors 5.93

Mean for Modalities 5.34
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this manner, we aim to provide a more targeted and in‐
depth analysis of the key factors influencing timely
graduation in computing engineering programs. Future
research could build upon our findings by investigating
the predictive power of additional output values, such as
the final average grade or entrance exam scores, to
further enhance the understanding of student success
factors in higher education.

6.5 | Contextual limitations

Another limitation of this study is that the data used for
analysis comes from a single institution located in the
north of Chile. The specific characteristics of this
institution, such as its educational approach, student
demographics, and cultural context, may limit the
applicability of our findings to other institutions, regions,
or countries. It is crucial to recognize that the factors
influencing on‐time graduation in computing engineer-
ing programs may vary across different educational
settings and cultural backgrounds. Therefore, the results
of this study should be interpreted with caution when
considering their relevance to other contexts.

Finally, we note that our study does not validate the
predictive model using an external data set from a
different institution or region. This lack of external
validation may limit the robustness and generalizability
of the results. To ensure the model's performance and
applicability in diverse settings, future research should
aim to validate the findings using data from multiple
institutions and compare the results across different
contexts. This approach would help to identify the
common factors influencing on‐time graduation and
assess the model's ability to generalize beyond the
specific institution studied in this research.

7 | CONCLUSIONS AND FUTURE
RESEARCH LINES

The present study has successfully developed a predictive
machine‐learning‐based model for on‐time graduation
among computing engineering students at a university in
the north of Chile, covering the period between the end
of coursework and the final thesis submission. Our
findings highlight the importance of factors such as GPA,
graduation modality, and program duration in influen-
cing the timely completion of graduation theses. This
model not only identifies at‐risk students but also
provides insights for educators and administrators to
implement targeted interventions. It underscores the
necessity for personalized support strategies that

consider individual student profiles and academic
trajectories.

The adoption of Random Forests as the preferred
methodology for constructing the predictive machine‐
learning model in this study is based on its general
effectiveness as an ensemble‐based technique. In general,
Random Forests models provide a robust and versatile
framework for predictive modeling. Furthermore, the
model's inherent ability to rank the importance of
features allows for a focused examination of key
determinants impacting on‐time graduation.

The authors acknowledge the specific context in
which the model was developed. Therefore, they
emphasize the need for future research to validate the
model by incorporating recent student data. Additionally,
it is recommended to explore its applicability to other
disciplines and institutions to understand its broader
relevance and effectiveness.
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