
Enhancing Chatbot Performance with Retrieval
Augmented Generation and Prompt Engineering
Jorge Rivera Mancilla1, Scarlett Zapata Cortés1, Ricardo Pizarro Carreño2 and
Brian Keith Norambuena1,∗

1Universidad Católica del Norte, Antofagasta, Chile.
2Universidad de Alcalá, Alcalá de Henares (Madrid), Spain.

Abstract
This paper presents a case study of enhancing a chatbot’s performance within a Software-as-a-Service
(SaaS) platform for behavioral analysis. The study focuses on the integration of Retrieval Augmented
Generation (RAG) and the application of prompt engineering techniques to improve the chatbot’s domain-
specific knowledge and adherence to organizational guidelines. The proposed solution encompasses
three key approaches: implementing an automated Extract, Transform, Load (ETL) process for efficient
data updates, leveraging RAG to incorporate domain-specific information, and applying prompt en-
gineering to ensure compliance with rules and directives. The chatbot, named Selene, is built upon
the GPT-4 language model and aims to provide in-depth analysis and practical recommendations to
optimize organizational behavioral development. The study follows a systematic methodology, including
requirements engineering and iterative development based on the Generative AI Project Life Cycle
Framework. Based on the evaluation of the chatbot using different metrics with the DeepEval library,
the analysis of results from our study demonstrate the abilities of the chatbot in providing accurate
and appropriate responses, incorporating domain-specific knowledge, and aligning with organizational
rules. The study discusses lessons learned, provides recommendations for practitioners. In general, this
work contributes to the field of conversational AI by showcasing the application of RAG and prompt
engineering techniques in a domain-specific SaaS platform.
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1. Introduction

In recent years, chatbots have become increasingly prevalent in various domains, serving as
virtual assistants, customer support agents, and knowledge dissemination tools [1]. The rapid
advancements in artificial intelligence (AI) and natural language processing have enabled the
development of sophisticated chatbots capable of engaging in human-like conversations and
providing valuable assistance [2]. In the domain of behavioral analysis [3, 4], chatbots have the
potential to support professionals and organizations by offering insights, recommendations,
and guidance based on established principles and best practices.
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Behavioral analysis is a scientific approach to understanding, predicting, and influencing
human behavior in various contexts, such as organizational development, education, and health-
care [5, 6]. It involves the systematic study of observable behaviors to develop interventions
that promote desired outcomes [7].

Chatbots offer on-demand support for team analysis, development, and improvement recom-
mendations. Their effectiveness relies on accurate query understanding and response generation,
while adhering to domain knowledge and organizational guidelines [8]. Recent advances in
Large Language Models (LLMs) have enabled significant chatbot developments [9]. One of
the key challenges in chatbot development is ensuring that the underlying language model is
continuously updated with the latest information and can handle domain-specific terminology
[10]. Additionally, chatbots must be designed to comply with organizational rules and direc-
tives, especially in sensitive domains such as healthcare, finance, and human resources [11].
To address these challenges, researchers have explored various techniques, including Retrieval
Augmented Generation (RAG) [12] and prompt engineering [13].

RAG is a promising approach that combines the strengths of retrieval-based and generation-
based methods [12]. By retrieving relevant information from external knowledge sources and
augmenting the input to the language model, RAG enables chatbots to provide more accurate
and informative responses [14]. On the other hand, prompt engineering involves carefully
designing and optimizing the input prompts to guide the language model towards desired
outputs [13], improving the quality and coherence of generated responses [15].

In this paper, we present a case study of enhancing a chatbot’s performance within a Software-
as-a-Service (SaaS) platform for behavioral analysis. The chatbot, named Selene, is built upon the
GPT-4 languagemodel [16] and aims to provide in-depth analysis and practical recommendations
to optimize organizational behavioral development. We propose a solution that combines an
automated Extract, Transform, Load (ETL) [17] process, RAG, and prompt engineering to address
the challenges of outdated information and domain-specific terminology.

2. Background and Related Work

Chatbots have garnered significant attention from both academia and industry due to their
human-computer interaction capabilities [1]. With the advent of deep learning and neural
networks, chatbots have evolved to leverage Large Language Models (LLMs), such as GPT
[18], BERT [19], and their variants [20]. These models are trained on massive amounts of
textual data and can generate contextually relevant and coherent responses [8]. Researchers
have explored various architectures and techniques to improve the performance of chatbots,
including attention mechanisms [21], memory networks [22], and reinforcement learning [23].

RAG is an emerging paradigm that combines the strengths of retrieval-based and generation-
based methods for natural language processing tasks [12]. RAG systems typically consist of
a retriever that selects relevant passages from an external knowledge source and a generator
that incorporates the retrieved information to produce the final output [14]. RAG has been
successfully applied to a wide range of tasks, including question answering [12] and summa-
rization [24]. By leveraging external knowledge, RAG models can provide more accurate and
informative responses compared to purely generation-based approaches [12].



Prompt engineering refers to the systematic approach of designing and refining input prompts
in order to effectively steer language models towards desired outputs [13]. Researchers have
explored different approaches to prompt engineering, including manual prompt design [25],
automated prompt search [26], and continuous prompt optimization [27]. Additionally, incor-
porating domain-specific knowledge and examples into prompts has been shown to improve
the quality of generated responses [28].

3. Methodology

The methodology is inspired by the Generative AI Project Life Cycle Framework proposed
by Fregly et al. [29], which provides a structured workflow for developing and deploying
AI-powered applications. The first step in the methodology was requirements engineering [30]
and analyzing the existing technological infrastructure of the SaaS platform to identify the
necessary modifications and enhancements required to support the proposed solution.

3.1. Proposed Solution

Based on the requirements engineering and infrastructure analysis, a three-pronged solution is
proposed to enhance the performance of the Selene chatbot. The first step is an Automated ETL
Process, Prompt Engineering, and the use of Retrieval Augmented Generation. An overview of the
proposed solution can be seen in Figure 1.

Figure 1: Overview of the Selene Chatbot within a SaaS platform for behavioral analysis.

First, an automated ETL process was developed to continuously update the chatbot’s knowl-
edge base with the most recent and domain-specific information, obtained from the company’s
international documentation. This process involves extracting data from various sources, trans-
forming it into an appropriate format, and loading it into the chatbot’s data storage system.
The main output of this phase is the embeddings stored in the database that will be used in
the subsequent RAG phase. Next, prompt engineering techniques such as zero-shot, one-shot,
and few-shot prompting were applied to align the chatbot’s responses with organizational
rules and guidelines. Finally, RAG was employed to allow the chatbot to retrieve information
from an external knowledge base by searching for relevant information through the previously
mentioned embeddings for incorporation into the generated responses.



3.2. Prompt Engineering Iterations

Prompt engineering techniques have been applied to align the chatbot’s responses with organi-
zational rules and guidelines. In particular, a set of prompts, incorporating zero-shot, one-shot,
and few-shot examples, has been designed. We develop multiple prompts to address a diverse
range of user queries. The results of this prompt engineering process have been reviewed by
domain experts. Example prompts from the system are shown in Table 3.2.

Prompt Prompt Text

P1 “Your name is Selene, you are a virtual assistant...”
P2 “The probability of safe working conditions is a decimal number between 0 and 1. The levels are: ...”
P3 “The competencies for supervisory workers are: ...”
P4 “The function ... allows you to obtain information about the workers in the following way: ...”
P5 “The function ... allows you to consult the administration of ...”
P6 “For the response of the function ..., you must indicate where the information is located”

Table 1
Example prompts used to evaluate the chatbot (modified to preserve confidentiality).

Several prompt design patterns were applied to improve the interaction with the model [31].
For example, the Persona Pattern, which involves assigning a distinct role to the model, thereby
facilitating the personalization and contextualization of the responses it generates [32]. Next,
the Template Pattern, which provides a structured framework or schema for various types of
queries. By utilizing predefined templates, the model can generate responses that are not only
coherent but also well-structured and aligned with the query’s intent [33]. We also used Context
Manager Pattern, which is central to maintaining coherence and continuity within conversations
is the context manager. This component is responsible for retaining and managing the context
throughout the interaction [34]. Finally, we also considered Input Semantics Patterns, which
establish specific rules and formats for input data. By defining clear guidelines, these patterns
ensure that the model processes information accurately and efficiently [35].

3.3. Evaluation

3.3.1. Evaluation Process

We chose to evaluate our models with the DeepEval [36] library due to its wide range of
metrics to evaluate the performance of the chatbot, including aspects of precision, coherence,
hallucination, and relevance. Subsequently, two datasets were created, each containing input and
expected_output fields, representing the question asked and the anticipated answer, respectively.
The first dataset focused on questions designed to assess RAG, while the second dataset was
used to evaluate the quality of the responses. Subsequently, use cases were defined to enable the
utilization of evaluation metrics for conducting unit tests on LLM applications. Furthermore, the
test data (23 cases) also had context fields to evaluate RAG-related results. We show examples
of queries used throughout the evaluation process in Table 3.3.1.



Test Cases Example Expected Response

T1: Help with area management “To manage the company’s areas, use the sidebar and follow these steps: ...”
T3: Safe work analysis “There are ... workers who have a safe work probability at level ...”
T4: Competence analysis “There are ... workers who have competence ... at level ...”
T5: Safest worker evaluation “The worker with the highest safe work probability is ...”
T6: Most developed competence “The most developed competence for workers is ...”
T7: Specific worker query “The information of the worker with ID number ... is as follows: ...”
T8: Worker evaluation history “The evaluation history of the worker ... is: ...”

Table 2
Example queries used to evaluate the chatbot (modified to preserve confidentiality).

3.3.2. Evaluation Metrics

Eight metrics were used to evaluate the responses generated by the LLM. First, we consider
general evaluation metrics that do not involve the use of RAG and the additional context it
provides but focus on general properties of the response. Answer Relevancy, which measures
the quality and relevance of the generated response in relation to the question asked, ensuring
pertinent and useful answers [37, 38]. Bias, which indicates if the chatbot’s responses contain
gender, racial, political, or other biases, ensuring impartial and fair responses [39]. Finally,
Toxicity, which evaluates if the chatbot’s responses contain toxic elements, such as mockery,
hatred, disdainful statements, or threats, maintaining a safe and respectful environment [39].

Next, we consider metrics that seek to evaluate the responses focusing on RAG. Faithfulness,
which evaluates whether the generated response is faithful to the retrieval context, ensuring
accurate and reliable information [40, 38]. Contextual Precision, which measures the contextual
precision of each node in the retrieval context for the question asked based on the expected
response, ensuring the chatbot uses the most relevant information from the context [38].
Contextual Recall, which evaluates the model’s ability to retrieve information aligned with the
expected response and the retrieval context, preventing the omission of important information
[38]. Contextual Relevancy, which measures the relevance of the information in the retrieval
context according to the question asked, ensuring coherent responses [38]. Finally,Hallucination,
which detects if the model generates incorrect or fabricated information by comparing it with
the actual response and the provided context, preventing misleading responses [41].

4. Results and Discussion

4.1. Evaluation Results

We present the results for all 23 test cases in Figure 2. The implementation of RAG has shown
promising results in enhancing the chatbot’s ability to provide accurate and context-specific
responses. We note that throughout these test cases, the external knowledge base has been
populated with domain-specific information in the ETL phase, and the retrieval mechanism has
been fine-tuned to select the most relevant passages based on user queries.

In terms of the general evaluation metrics, the answers present no issues with Bias or Toxicity.
In terms of Faithfulness, the model also generally presents no issues (except in T15). In contrast,
Answer Relevancy presents some slightly mixed results, but in general the models provide a



decent performance in this metric.
Regarding the RAG-focused metrics, we note that contextual precision presents the worst

results of all the metrics over the full range of test cases. In contrast, contextual recall is generally
higher and presents a better overall performance. Contextual relevancy is considered high in 16
test cases, but severely fails in 7 instances. For the Contextual Retrieval metric, we highlight test
cases T20 and T21, as they are the only ones where Contextual Precision is significantly better.
In these cases, the retrieval context did not contain the specific evaluations or competency
level information required to answer the queries. Upon comparing the expected and actual
responses for these test cases, it was observed that the main difference was the language model’s
tendency to generate more extensive responses, while the core content remained the same,
thus making it difficult to generate the correct answer. Finally, in terms of hallucinations, only
two test cases presented issues (T17 and T20). These issues were caused by the inability of the
chatbot to derive the response directly from the given context or its failure to provide requested
information despite correctly identifying the worker and company in the internal functions.
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Figure 2: Heatmap showing the distribution of quality metrics for all test cases.

4.2. Discussion and Recommendations

The selection of appropriate techniques, such as RAG and prompt engineering, plays a crucial
role in enhancing chatbot performance and preventing hallucinations. RAG has proven to be
effective in incorporating domain-specific knowledge and providing context-specific responses.
Prompt engineering techniques, such as zero-shot, one-shot, and few-shot prompting, help in
guiding the chatbot’s behavior and tone.
In this context, integrating domain-specific knowledge is essential for chatbots operating

in specialized domains, such as behavioral analysis. Practitioners should invest in building
comprehensive knowledge bases that cover relevant domain-specific information. This can be



achieved through collaboration with domain experts, extraction of information from existing
documentation, and continuous updates based on new findings and research. The use of RAG
can help in leveraging external knowledge sources effectively.

Finally, despite the capabilities of the model in generating mostly appropriate responses, there
are certain limitations to the current implementation that need to be addressed in future work.
One limitation is the reliance on a single external knowledge base for RAG, which may not
cover all the relevant domain-specific information. Furthermore, future work should prioritize
qualitative analysis involving actual users and behavioral analysis experts.

5. Conclusions

In this paper, we presented a case study of enhancing the performance of the Selene chatbot
within a SaaS platform for behavioral analysis. The proposed solution incorporates an auto-
mated ETL process, Retrieval Augmented Generation, and prompt engineering techniques to
address the challenges of outdated information, domain-specific terminology, and adherence
to organizational guidelines. The analysis of results demonstrates the effectiveness of the
enhanced chatbot in improving response accuracy and addressing these challenges. Thus, the
enhanced Selene chatbot serves as a promising example of how RAG and prompt engineering
can be leveraged to improve the performance of conversational AI systems. Future work could
include fine-tuning the underlying language model to handle the domain of behavioral analysis.
Additionally, benchmarking the Selene chatbot against other LLMs could provide valuable
insights into its relative performance. Finally, implementing a continuous feedback mechanism
that allows end users to directly rate and comment on chatbot responses could also be a valuable
enhancement that could further refine the chatbot’s capabilities.
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