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Abstract. This paper presents a semi-supervised approach to extract-
ing narratives from historical photographic records using an adaptation
of the narrative maps algorithm. We extend the original unsupervised
text-based method to work with image data, leveraging deep learning
techniques for visual feature extraction and similarity computation. Our
method is applied to the ROGER dataset, a collection of photographs
from the 1928 Sacambaya Expedition in Bolivia captured by Robert Ger-
stmann. We compare our algorithmically extracted visual narratives with
expert-curated timelines of varying lengths (5 to 30 images) to evaluate
the effectiveness of our approach. In particular, we use the Dynamic Time
Warping (DTW) algorithm to match the extracted narratives with the
expert-curated baseline. In addition, we asked an expert on the topic
to qualitatively evaluate a representative example of the resulting nar-
ratives. Our findings show that the narrative maps approach generally
outperforms random sampling for longer timelines (10+ images, p <
0.05), with expert evaluation confirming the historical accuracy and co-
herence of the extracted narratives. This research contributes to the field
of computational analysis of visual cultural heritage, offering new tools
for historians, archivists, and digital humanities scholars to explore and
understand large-scale image collections. The method’s ability to gener-
ate meaningful narratives from visual data opens up new possibilities for
the study and interpretation of historical events through photographic
evidence. Source code and experiments available on GitHubl
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1 Introduction

In recent years, the digitization of historical archives has opened up new possi-
bilities for analyzing and understanding our past through visual records [29].
Photographs, in particular, offer rich insights into historical events, cultural
practices, and societal changes. However, the sheer volume of digitized images
presents challenges in extracting meaningful narratives from these vast collec-
tions [17].

While significant progress has been made in text-based narrative extraction
[13/14], the field of image-based narrative construction remains relatively unex-
plored. This gap is particularly notable in the context of historical photographic
records, where the extraction of coherent narratives could provide valuable and
efficient insights for historians, archivists, and researchers across various disci-
plines [3].

In this context, we conceptualize narratives in this work as both an inten-
tional and retrospective constructs in historical photography collections. Draw-
ing from Ricoeur’s concept of narrative temporality [22] and Edwards’ under-
standing of photographic collections as “material performances of history” [8], we
approach the historical photographic records as sequences of images that form
coherent stories.

As a first step toward the goal of algorithmic concept narrative extraction,
this paper presents a proof-of-concept application for the extraction of image-
based storylines from historical photographic records using a semi-supervised
approach with the narrative maps algorithm. In particular, our primary contri-
butions are:

1. A novel semi-supervised adaptation of the narrative maps algorithm [13] that
leverages domain-specific knowledge through a dataset of images partially
labeled by experts.

2. A demonstration of the feasibility of extracting coherent narratives from a
collection of historical photographs from the ROGER dataset [18] through
qualitative and quantitative evaluations.

This work extends the existing unsupervised text-based approaches to the
visual domain in a semi-supervised setting. We present an adaptation of the Nar-
rative Maps algorithm [I3], tailoring it to work with visual features and historical
photographs with partial labels provided by an expert annotator. Through a case
study that applies our method to the ROGER dataset [I8], we demonstrate its
potential for uncovering hidden narratives in historical photographic collections.

Our research provides valuable insights into the challenges and opportuni-
ties presented by image-based narrative extraction in the context of historical
research and digital humanities. By bridging the gap between text-based nar-
rative extraction techniques and image-based historical records, this work offers
new tools for researchers to uncover and analyze visual narratives in large-scale
photographic archives. Our proof-of-concept application showcases the potential
of this approach to enhance our understanding of historical events and cultural
phenomena through the lens of photographic evidence.
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The remainder of this paper is organized as follows: Section 2 reviews related
work on the extraction of narratives from text and images, and the analysis of his-
torical photographic records. Section 3 presents our methodology, including the
adaptation of the Narrative Maps algorithm for visual data, our semi-supervised
labeling approach, and evaluation methods. Section 4 presents both quantita-
tive and qualitative results from applying our method to the ROGER dataset.
Section 5 discusses the implications of our findings, limitations, and potential
future work. Finally, Section 6 concludes with a summary of our contributions
and broader implications for computational analysis of visual cultural heritage.

2 Related Work

2.1 Narrative extraction from text

Narrative extraction from textual data has been a significant focus in computa-
tional linguistics and natural language processing [24]. Recent literature reviews
provide valuable context around narrative extraction approaches. Although most
reviews have focused on narrative generation techniques [I], some work has ex-
amined specific narrative extraction subtasks such as fictional character network
analysis [I5] and timeline summarization [I0]. However, in this work, we focus
on an event-based approach to narrative extraction [14], associating the images
from our data to specific events of the narrative.

In general, researchers have developed various event-based approaches to
identify and extract coherent storylines from large text corpora [I4]. In particu-
lar, Keith and Mitra [13] introduced the narrative maps algorithm, which uses
a graph-based approach to represent and extract information narratives from
news articles. Their work builds on earlier efforts, such as the Connect-the-Dots
algorithm [26], which aimed to create coherent news storylines.

The aforementioned method is an unsupervised approach that relies on pro-
jecting high-dimensional embeddings using dimensionality reduction techniques
and clustering to identify the ‘topics’ in the data to assess topical similarity be-
tween the narrative events. In this work, we propose a semi-supervised approach
that leverages expert-provided labels of the images to replace the unsupervised
clustering step with a semi-supervised approach.

2.2 Image-based narrative construction

While text-based narrative extraction has seen significant advancements, image-
based narrative extraction remains a relatively nascent field. However, recent
years have seen growing interest in this area. Huang et al. [I1] proposed a method
for visual storytelling, generating textual descriptions for sequences of images.
Building on this, Wang et al. [27] developed a hierarchical attention-based model
for visual story generation, incorporating both local and global visual features.

In the context of historical images, Wevers and Smits [28] demonstrated the
potential of using neural networks to analyze large collections of historical im-
ages, paving the way for more advanced narrative extraction techniques. Arnold
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and Tilton [3] introduced the concept of “distant viewing” for analyzing large vi-
sual corpora, emphasizing the need for computational methods in visual cultural
heritage studies.

2.3 Historical photographic record analysis

The analysis of historical photographic records has gained momentum with the
increasing digitization of archives. Ménnisto et al. [17] proposed a framework for
automatic image content extraction in large visual archives, addressing the chal-
lenges of applying machine learning to humanistic photographic studies. Their
work highlights the potential for computational methods to enhance traditional
historical research practices.

Chumachenko et al. [5] applied deep learning techniques to analyze the work
of Finnish World War II photographers, demonstrating the potential of Al in
uncovering patterns and narratives in historical photographic collections. The
intersection of computer vision and digital humanities has also led to innova-
tive approaches in analyzing historical photographs. Wevers and Smits [28] used
transfer learning techniques to classify and analyze advertisements in historical
newspapers, showcasing the potential of adapting pre-trained models to histori-
cal visual data.

While these studies have made significant strides in applying computational
methods to historical visual data, there remains a gap in specifically extracting
coherent narratives from collections of historical photographs. Our work aims to
bridge this gap by adapting narrative extraction techniques to the visual domain,
with a specific focus on historical photographic records.

3 Methodology

Our approach adapts the original unsupervised narrative maps algorithm [13] to
work with visual data, specifically historical photographs, in a semi-supervised
manner. The method consists of several key steps: data preparation, feature ex-
traction, semi-supervised labeling, similarity computation, narrative extraction,
and evaluation. Figure [I] illustrates the overall pipeline of our approach.

Our proposed workflow for image-based narrative extraction adapts the Nar-
rative Maps algorithm [I3] for visual data. We begin by extracting and normaliz-
ing visual features from each photograph using a pre-trained DETR (DEtection
TRansformer) model [4]. These features are then used to compute pairwise sim-
ilarities between images, creating a similarity matrix. We incorporate temporal
information by utilizing expert-provided chronological ordering to create a di-
rected graph, similar to the original algorithm’s approach.

To identify visual themes, we incorporate partial thematic labels provided by
experts using label-spreading algorithms on the image feature space. We then
implement coverage constraints to ensure representation from different thematic
clusters, adhering to the original algorithm’s emphasis on diverse topic coverage.
The narrative map construction follows the optimization framework described in
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Fig. 1. The proposed visual narrative extraction pipeline. We construct a coherence
graph based on the content semantic similarity and partial label information of a collec-
tion of images. During extraction, users can select source and target images to extract
concept narratives using the adapted narrative maps algorithm.

the original paper [I3], maximizing coherence subject to coverage and structural
constraints. From this structure, we extract the main route, representing the
primary storyline and the main output of our pipeline.

3.1 Data Preparation and Feature Extraction

The ROGER (Robert Gerstmann’s Expeditions Repository) dataset [18] is a
collection of historical photographs taken by Robert Gerstmann (1896-1964), a
German photographer and engineer who extensively documented South America
in the early 20th century. This dataset has been the subject of previous research
[18], which focused on extracting narratives from descriptions of the images
generated by Large Language Models (LLMs) [16]. However, this approach was
limited to a very small subset of the complete data set.

The complete Gerstmann archive consists of over 47,000 images, spanning
approximately 40 years of photographic capture, including 43,475 negatives and
15,054 positives in various formats [2]. For this study, we focus on a subset of
the collection, specifically the images related to the Sacambaya Expedition of
1928 [23]. This is the same subset of the ROGER collection used in preliminary
work on LLM-based narrative extraction from images [18].

In particular, the selection of these images followed a two-stage filtering pro-
cess. The primary selection stage identified 545 images from the archive that
constituted a discrete historical unit, specifically documentation activities con-
ducted between March and November 1928 [12]. This selection was then re-
stricted to images captured and stored in a uniform 10 x 15 mm flexible film
format, although these specimens lack sequential correlation in their original
documentation. The secondary selection stage focused on image quality and leg-
ibility, leading to the exclusion of 45 images: 36 due to visual aberrations from
light overexposure and 9 due to focus and sharpness issues.

This subset includes 500 usable images capturing the five-month treasure-
hunting expedition in Bolivia. Each image is preprocessed and resized to a stan-
dard dimension (256x256 pixels). For feature extraction, we employ a pre-trained
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DETR model to generate high-dimensional feature vectors for each image. These
feature vectors capture rich visual and conceptual information and serve as the
basis for computing similarities between images.

3.2 Semi-supervised Labeling

We utilize a semi-supervised approach to propagate category and date labels
across the dataset. This process leverages partial expert-provided labels and the
extracted visual features. The category labels propagation replaces the original
clustering step in the unsupervised narrative maps algorithm [I3]. More specif-
ically, we use the cluster probability vectors obtained from the category label
propagation to compute the topic similarity between photographs.

Thematic clustering. While all images in our dataset contained an approximate
location tag, only a portion of them were labeled thematically by domain ex-
perts (e.g., “marine transport”, “motorized land transport”). So, to incorporate
thematic similarity into our pipeline, we performed semi-supervised clustering
to identify thematic groups within the dataset. This is achieved by concate-
nating the available location tags with the DETR embeddings and applying a
label-spreading algorithm [30] to this augmented feature space using the par-
tial thematic labels as a seed. This clustering provides an initial structure for
understanding the visual themes present in the expedition narrative.

Temporal information. Similar to the expert thematic labels, only a portion of
the dataset contained expert-based date approximations for the images. Since
the Narrative Maps algorithm assumes a temporal ordering of the dataset, we
apply a label-spreading algorithm using the provided expert-based dates as seeds
to approximate the date labels in the rest of the dataset.

3.3 Narrative Maps algorithm

The Narrative Maps algorithm, introduced by Keith and Mitra [I3], is a graph-
based approach for representing and extracting information narratives from tex-
tual data. This algorithm is the foundation of our narrative extraction method.
The key components of the Narrative Maps algorithm are as follows:

— Graph Representation: The algorithm represents narratives as a directed
acyclic graph with a single source (starting event) and a single sink (ending
event). Each node in the graph represents an event, while edges represent
the connections between events.

— Coherence Maximization: The algorithm aims to maximize the coher-
ence of the narrative by optimizing the strength of the weakest link in terms
of coherence. This is based on the principle that a story is as coherent as
its weakest connection [26]. In our semi-supervised version, we redefine co-
herence in terms of visual similarity and thematic consistency. That is, the
coherence between two images is computed using a combination of their
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DETR feature similarity, representing the match between the underlying
concepts captured by the image, and the results of the label spreading al-
gorithm. This concept-based coherence formulation represents the main dis-
tinction between our proposed methods and the traditional narrative maps
algorithm.

— Coverage Constraints: To ensure that the extracted narrative covers a di-
verse range of topics, the algorithm incorporates coverage constraints. These
constraints ensure that a certain percentage of the extracted topic clusters
are represented in the final narrative.

— Main Route Extraction: After constructing the basic narrative map struc-
ture, the algorithm identifies the main storyline by finding the most coherent
path from the starting event to the ending event. This is computationally
achieved by finding the maximum likelihood path in the graph.

— User-defined Parameters: There are two key user-defined parameters.
First, the size of the map is regulated by the K parameter, which represents
the expected number of events in the main story. Second, the minimum
coverage of the map is regulated by the mincover parameter.

3.4 Evaluation

We evaluated our method using expert-curated timelines of varying lengths (5
to 30 images) as the ground truth. For each timeline length, we perform multiple
extractions with different random shuffles of the dataset to ensure robustness. In
particular, we use two primary metrics for evaluation: Dynamic Time Warp-
ing (DTW) Distance [20], which measures the similarity between the extracted
narrative and the expert-curated timeline by sequentially matching images in
both sets while allowing for non-linear distortions along the sequence dimension,
and Average Cosine Similarity, which compute the average cosine similarity
between matched images along the optimal matching path obtained from the
DTW algorithm. We compare our Narrative Maps (NM) approach against a
random sampling (RS) baseline to assess the effectiveness of our method.

3.5 Expert-curated baselines

To evaluate our narrative extraction method, we used expert-curated timelines
as baselines. A domain expert with deep knowledge of the Sacambaya Expedition
created six timelines of varying lengths: 5, 10, 15, 20, 25, and 30 images. These
timelines were constructed using historical references and the original documen-
tary corpus of images from the Gerstmann collection. Figure [2]illustrates one of
the expert-curated baseline with 30 images.

The expert chronologically arranged the images, starting from March 1928
when the research team departed from England. Key milestones of the journey,
including various modes of transport and significant locations, were correlated
with accounts from primary texts and contemporary newspaper reports. The
expert labeled the images according to expedition stages, using categories such as
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Baseline narrative
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Fig. 2. Expert-curated narrative used as the baseline for evaluation, with images ar-
ranged in English reading order (left to right, top to bottom).

marine transport, motorized land transport, main excavation site, human-animal
land transport, alternative excavation site.

More specifically, all image files were divided into three overarching cate-
gories, labeled A, B, and C to indicate chronological order. Within these over-
arching categories, subcategories were created to represent both inter-locality
transfers (e.g., “Liverpool to Arica,” abbreviated as “LTA”) and specific geo-
graphical locations (e.g., the excavation site “Sacambaya,” designated as “SAC”).
To further refine the classification, tertiary identifiers were implemented to de-
note specific sites within these broader locations. For instance, within the “SAC”
subset of photographs, distinct areas such as the workshop (TLL) and the expedi-
tion members’ camp (CMP) were delineated. This multi-tiered labeling approach
was systematically applied across the entire photographic corpus, resulting in the
establishment of 21 distinct thematic clusters encompassing the complete set of
500 photographs.

We note that these materials lacked contextual information and chronological
order due to various factors: their original capture, their subsequent archiving
by the author (1928-1964) and later interventions by the collection’s custodians
(1964-present). To construct the baselines, the expert relied on two main textual
sources: a primary text of a narrative nature [I2] and a more recent secondary
text providing historical systematization, supported by contemporary newspaper
accounts of the events [2I]. By applying a quantitative linguistic approach [9]
to the primary text with narrative sequencing based on temporal markers, the
expert established a basic chronology of the expedition’s main events.

These expert-curated timelines serve as ground truth sequences against which
we compare our algorithmically extracted narratives, providing a robust basis for
evaluating the performance of our method. Furthermore, the expert labeled the
images in the baselines according to the stages of the expedition. These partial
labels and dates provided by the expert are fed to the semi-supervised narrative
maps extraction pipeline.
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3.6 Experimental setup

Our experimental design aims to evaluate the performance of our semi-supervised
Narrative Maps (NM) approach against a Random Sampling (RS) baseline across
various narrative lengths. We use the expert-curated timelines of 5, 10, 15, 20,
25, and 30 images as ground truth for comparison.

For each timeline length, we conduct 20 independent trials. In each trial, we
randomly shuffle the dataset while keeping the start and end images fixed to
match the expert-curated timeline. We then extract narratives using both our
NM approach and the RS baseline and evaluate the extracted narratives using
the DTW and Cosine Similarity metrics.

To assess the impact of dimensionality, we perform this evaluation in both
high-dimensional (original DETR embeddings) and low-dimensional (UMAP-
reduced) spaces. We used UMAP [I9] as this method was part of the original
unsupervised Narrative Maps extraction pipeline [I3]. This allows us to compare
the performance of our method in different feature representations.

For statistical analysis, we use t-tests to compare the performance of NM
against RS for each timeline length and each metric. We consider results statis-
tically significant at p < 0.05. This approach allows us to determine whether our
NM method consistently outperforms random selection across different narrative
lengths and feature spaces.

We note that all baselines use the same starting and ending images, except
the timeline of length 5. Thus, in most cases, we use the same images as fixed
points in our extraction process. To regulate the extraction process and enable
comparison with baselines of different lengths, we utilize the parameter K of the
narrative maps extraction algorithm, which represents the expected length of the
main story [I3I26]. We vary K to match the lengths of our baseline timelines,
including the fixed starting and ending points. These restrictions ensure a fair
comparison between our method and the expert-curated timelines.

Finally, we complement our quantitative evaluation with an expert-based
qualitative evaluation. To do this, we engage with the domain expert who created
the baseline timelines to evaluate our extracted narratives. The expert assesses
the coherence, relevance, and historical accuracy of one of our algorithmically
generated storylines compared to their manually curated timelines.

4 Results and Discussion

4.1 Quantitative evaluation: Similarity to the Baselines

We now present the results of our semi-supervised image-based narrative extrac-
tion method using the ROGER dataset. Table [1| shows the average similarity
scores and Dynamic Time Warping distance for each baseline timeline length
and each method (NM and RS).

We note that we do not explicitly evaluate coherence, because the Narrative
Maps approach seeks to maximize the minimum coherence [13] and thus the
evaluation would be biased in favor of the Narrative Maps. However, we do
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Table 1. Comparison of Dynamic Time Warping similarity and distance between
Narrative Maps and random samples using the expert-generated baselines of differ-
ent lengths as ground truth, where L is the length of the baseline timelines.

High-Dim Similarity | High-Dim Distance Low-Dim Similarity Low-Dim Distance

NM RS p-value | NM RS p-value NM RS p-value NM RS p-value
5 | 0.823 0.841 0.3125 | 2.208 2.791  0.0838 0.126 0.094 0.7666 | 8.348  8.331 0.9821
10 | 0.915 0.895 0.0399 | 2.313 2.615 0.0681 0.299 0.116 2.5e—4 8.691 10.495 8.2¢—4
15 | 0.950 0.936 0.0257 | 2.215 2424 0.0516 0.331 0.189 6.4e—4 | 8.800 10.625 6.le—5
20 | 0.963 0.945 0.0033 | 2.108 2.401  0.0079 0.398  0.252 5e—5 8.339 10.086  3.4e—5
25 | 0.960 0.954 0.3514 1.867 2.408 1.2e—4 0.480 0.261 1.6e—11 | 7.258 10.031 1.9e—11
30 | 0.969 0.956 0.0087 | 2.026 2.460 2.1e—5 || 0.481 0.279 1.1le—9 | 7.327 10.029 9.4e—11

note that in general, average coherence values of the extracted NM are higher
compared to the random sampling with respect to the expert-curated baseline.
These differences in coherence are statistically significant except in the smallest
baseline of length 5, where there is no significant difference.

High-dimensional Embedding Analysis: The DTW distance results show
that our NM approach generally outperformed the RS baseline, particularly for
longer timelines. In general, the NM approach consistently achieved lower DTW
distances, indicating better alignment with expert-curated timelines. The im-
provement was statistically significant for timelines of 20+ photos. In terms of
average cosine similarity, our NM approach showed better performance, except
for the timelines of length 5 and 25. However, adjusting for multiple comparisons,
the results in terms of mean similarity are generally only marginal improvements
over the RS baseline.

Low-dimensional Embedding Analysis: We also evaluated our method
using low-dimensional embeddings obtained through UMAP dimensionality re-
duction. In the low-dimensional space, our NM approach showed significantly
better results compared to the RS baseline for timelines of length 10+. The NM
approach achieved lower DTW distances and mean similarities. However, for the
shortest timeline, the differences were not statistically significant.

4.2 Qualitative evaluation: Expert-based Evaluation

We now present the results of our qualitative evaluation. We show an example
narrative extracted by our method in Figure [3| The feedback of the domain ex-
pert on our extracted visual narratives provides valuable insights. In particular:

Coherence. While there is a lack of exact one-to-one correspondence be-
tween the images selected by the human expert and those chosen by the al-
gorithm — with the intentional exception of the entry and exit points — an
implicit coherence is discernible in the chronological structure of the extracted
narrative timeline. This underlying coherence is predicated on the correlations
between the aforementioned clusters and, more significantly, on the sequential
presentation of the cluster contents, which aligns with the established baseline
chronology.

Relevance. The relevance of the algorithmically selected images demon-
strates congruence with the baseline proposal. Notably, in certain instances, the
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Fig. 3. Example extracted narrative using the unsupervised narrative maps algorithm,
with images arranged in English reading order (left to right, top to bottom).
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algorithm’s selections could be interpreted as possessing greater relevance from
an objective, image-content-based perspective. This observation highlights the
potential divergence between computational objectivity and the contextualized
interpretations of a human expert immersed in a specific research framework.

Historical Accuracy. The extracted narrative timeline exhibits valuable
historical fidelity in its organization of content. This accuracy is manifested
through a narrative coherence that corresponds to the factual sequence of events,
substantiated by textual records and historical documentation. The alignment
between the computational output and historical reality underscores the poten-
tial of this approach in digital heritage studies. We note that minor adjustments
to the timeline could be implemented to maintain human oversight in the process
without significantly impacting the overall results.

5 Discussion

Our results demonstrate that the semi-supervised Narrative Maps approach is
generally effective in extracting coherent visual narratives from historical pho-
tograph collections. In particular, the improved performance on longer timelines
(15 images and above) indicates that our method is especially suited for extract-
ing extended narratives, where coherence and structure become more crucial.
It is worth noting that the random sampling baseline performed surprisingly
well in the high dimensional space in terms of similarity and particularly for
shorter timelines (length 5). This could be due to the inherent structure and tem-
poral coherence present in the ROGER dataset, where even random selections
might capture some meaningful sequences. In particular, given the relatively
small size and highly focused nature of the data set, despite representing
different stages of the expedition, most images are highly similar. Thus, both
NM and RS could provide a decent overview of the data set according to the
results provided by the evaluation metrics. In this context, both approaches tend
to emulate the underlying class distribution of the data, which is similar to how
the narrative baseline covers the different stages of the expedition. These results
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align with previous work on evaluating the capabilities of the Narrative Maps
algorithm to capture the underlying class distributions of a data set regardless
of the choice of starting and ending events [6].

To test the effects of the data distribution on the Narrative Maps algorithm,
we weighted the coherence values by the inverse topic frequency to prevent the
model from following the data distribution too strongly. That is, for each edge
(1,7) in the coherence graph, the edge weight is multiplied by the inverse topic
frequency of node j. However, this did not provide a statistically significant dif-
ference to the model. In later versions of our model, we dropped this capability
altogether as it prevented the Narrative Maps model from finding meaningful sto-
rylines between the predefined endpoint photographs. From these observations,
we note that in noisier data sets, it is likely that the coherence-based approach
would provide a better result when compared against random sampling.

Nevertheless, our semi-supervised approach demonstrates promise in extract-
ing meaningful visual narratives from historical photograph collections, particu-
larly when dealing with longer, more complex storylines. The method’s ability to
leverage both expert knowledge (through partial labels) and deep learning-based
feature extraction contributes to its effectiveness in this domain.

5.1 Limitations and future work

Our approach, while promising, faces certain limitations. The reliance on pre-
trained image embeddings may not fully capture the nuances of historical pho-
tographs, potentially missing specific visual elements from this domain. Future
work could address these limitations by exploring domain-specific fine-tuning of
visual feature extractors.

We also note that, while the qualitative nature of our evaluation is appropri-
ate for assessing historical narrative coherence, future work could complement
this with additional quantitative metrics. Moreover, while evaluating our meth-
ods against random sampling provides us with limited feedback, other potential
path-finding baselines fail at this task since the underlying graph structure of
our dataset and the extraction objective prevent them from finding storylines
beyond the direct connection from the source to the target photographs.

One limitation of the original narrative maps method is that the computa-
tional complexity of its linear program presents challenges for scaling to very
large data collections [I3I14]. Although our evaluations on a relatively small
dataset of 500 photographs take approximately 15 minutes on a mid-range lap-
top with 16 GB of unified memory for all experiments, developing more efficient
extraction models for image-based narratives on larger datasets presents one
possible avenue for future research.

Integrating multimodal data [7], such as combining visual features with tex-
tual metadata or captions, could further enhance the narrative extraction pro-
cess. Exploring the application of this method to other types of visual narratives,
beyond historical photographs, also presents another avenue for future research.

Moreover, while reliance on expert-based labels is key to our semi-supervised
approach’s effectiveness, it does limit generalizability to collections where such
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expertise is unavailable. Future work could explore methods to adapt the frame-
work for varying levels of available expert knowledge.

Furthermore, the current method’s dependency on expert-provided labels to
induce a temporal ordering could introduce biases or inaccuracies in the ex-
tracted narratives. Mitigating and controlling the effects of bias introduced by
users in these Al-based narratives remains an open problem [14].

Finally, we note that our method works on the assumption that the data
set contains an underlying narrative. However, we cannot definitively establish
Gerstmann’s narrative intentions for the Sacambaya collection. In this context,
we argue that the narrative structure identified in this collection represents both
an intentional documentary strategy by Gerstmann and what Schwartz et al. [25]
terms a “historical performance” — a deliberate act of heritage documentation
that acquires additional narrative layers through subsequent historical analysis.

6 Conclusions

This paper presents a semi-supervised adaptation of the narrative maps algo-
rithm for extracting meaningful visual narratives from historical photographic
collections. Our approach, which leverages deep learning techniques for feature
extraction and incorporates expert knowledge through partially labeled data,
demonstrates potential in uncovering coherent visual storylines from the ROGER
dataset of the 1928 Sacambaya Expedition.

Experiments show that our Narrative Maps approach outperforms random
sampling, particularly for longer timelines and when using high-dimensional
DETR embeddings. The method effectively utilizes semi-supervised label spread-
ing for category and date estimation, addressing the challenge of partially labeled
historical datasets. However, mixed results with low-dimensional embeddings
suggest a trade-off between computational efficiency and narrative quality.

While promising, our work reveals limitations that point to future research di-
rections. These include improving dimensionality reduction techniques, enhanc-
ing scalability for larger datasets, and exploring multimodal data integration.
As digital archives continue to expand, tools like ours will become increasingly
valuable for making sense of visual cultural heritage.

Our semi-supervised adaptation of narrative maps opens up new possibilities
for computational narrative extraction in historical photography. By combining
deep learning, expert knowledge, and graph-based narrative construction, our
method provides a powerful tool for uncovering and analyzing visual stories
hidden within large photographic archives, contributing to the broader goal of
leveraging artificial intelligence in historical research and cultural preservation.
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